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1. Motivation UC1.: data driven network topology discovery
* Prove the use of stateful SDN for implementing complex
hetwork functions Edge < Edge
* Demonstrate OPP [1] flexibility re-implementing existing n switch /E Sziﬁanspor't‘ S4a\ switch n
applications _E 51 switch e / —\\
1. a distributed data driven network topology discovery \ES?» a E ssj/

mechanism proposed in[2]
2. a distributed load balancing mechanism based on an
in-band switch telemetry mechanism (inspired by [3])
3. a server load balancing with static NAT, a well known
mechanism used in data centers (e.g.[4]).

* This mechanism is used to find the best path in a switched
LAN with redundant links and possible loops, without
requiring the exchange of control messages.

 Data packets are embedded in a custom header to
transport a few information used by the algorithm:

2. OPP plpellne at ) glance 1. ’;r;esgﬁgigithe link costs for the entire path from the source to
* OPP enables the execution of Extended Finite State Machines 2. a unique id used to discriminate duplicated packets
(EFSM) machines in the data plane  Without requiring any intervention by external controllers
 An OPP pipeline consists of an arbitrary set of stateless and any ad-hoc control packets all switches learn the best
(OpenFlow-like) and stateful stages that share data through path for all destinations (avoiding loops)
metadata fields

stage n (stateless) stage n+1 UC2: in-band switch telemetry for load balancing
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EFSM table .
I ACTIONS : » Telemetry probes are periodically generated by leaves and
state packet | next | packet | update -

FK | state |Flow data reg. header| state |actions | functions

replicated by spines (data packet + MPLS header)
Format: leafld (mpls_tc); utilization (mpls_label)

Update key . * The utilization field contains the sum of the link loads in the
e Global Data Reg. | packet’s opposite direction
Cookus Updatelogic | | S0 [Brl = |Sn] 3 « Each leaf has a best hop for every destination
: e Array of ALU E * Leaves are capable of dynamically re-route packets through
—p e — : :
e A AN EEE AN NS EEE AN RN SRR SEESSEASEEEEESEESSEEESEEEEEES : the best hop toward the destination
OPP stateful stage : : :
& UC3: server load balancmg with static NAT
4. Demo

e Two flavor demo:

1. Software prototype of OPP in a mininet emulation
environment (all use cases)

2. Hardware FPGA OPP PoC in lab (use case 2) _| LAN 10.0.0.0/24
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