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1 Introduction

1.1Deliverable description

The present document describes requirements towardsntia@agementand control framework.
In addition to the definition of requirements, this internal deliverable introduces a forathe
architectural design of the framework.

All requirements are assigned a unique name, for future reference and own the following format
[RegNamexXX] where XX enumerates the same property requirements.

1.2Quiality review

Review Team member responsible of the deliverable:

Superfluidity
project

1 16.1 draft
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2 Requirements analysis

2.10ur Approach

In order to tackle the challenge, our approach was split into several steps. As a first step we started
by analyzinghe use cases from WP2 as our input. The objective was the identification of shared
attributes and the identification of common requirements that the use cases shared. After doing so,
we had the next step readyinvestigation of the aforementioned reg8iy Sy (1 & Q & dzLJLJ2 NIi
orchestration solutions. As a last step we need to identify the gaps between the requirements and
each solution capabilities.

2.2NFV Technical Requirements

2.2.1 Architecture

The followingiwo figures depict thaelevant ETSI NRAfchitectures the main ETSI NFV and the
MANO (Management ANdrchestration). This MANO architecture highlights the management and
orchestration components (dashed box), identifying in more detail the management and
orchestration interfaces, and other sabmponents, like Catalogues and Services/Resources
Repositoms.
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2.2.2 Requirements

This section describes higvel technical requirements for a NFV management and orchiestra
system. More detailed requirements and flows can be found in Ann&Xe% and 8.2.],
respectively.

[Onboardingd1] The MANO framework MUST support the-boarding of VNFs and NSs,
respectively into the NFV Catalogue and NS Catalogue, making them available for instantiation.

[Onboardingd2] The MANO framework SHOULD perform other actions thdooarding regarding
VNF and NS packages: Disable, Enable, Update, Query and Delete.

2.2.2.1Application lifecycle
[Lifecycle01] The MANO framework MUST support the following VNF and NS lifecycle management
(LCM) operations:

1 Instantiation
1 Scaling

1 Modification
1 Termination

[Lifecycle02] The MANO framework MUST be able to receive and process application LCM
requests:

1 From the OSS or a UE application
1 Based on LCM rules.

[Lifecycle03] The MANO framework MUST be able to identify the VNF/NS features they require to
run. This will be the input for the decision on which location VNFs/NSs shall be provisioned.

[LifecycleD4] The MANO framework MUST support the instantiatich tarmination of a running
NFV or NS when required by the operator.

2.2.2.2Application scheduling and instantiation
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[Instantiatior01] The MANO framework MUST support the indication of the following virtualized
resources:

1 Compute

1 Storage

1 Network resources

1 Spedic hardware support

[Instantiatior02] The MANO framework MAY support the indication of the following requirements,
such as:

1 Latency
1 Jitter
i Bandwidth

[Instantiatior03] The MANO framework MUST support the indication of physical locaticD(PoP

[Instantiation04] The MANO framework MUST consider cost requirements, which can be a
translation of the operator's estimation for the deployment costs.

2223t LQa adzLJLJ2 NJi

[Monitoring-01] The MANO framework MUST be able to collect infrastructure and service
monitoring information, in order to feed kPdsed automated management and orchestration
features.

2.2.2.4Application Scaling

[ScalingD1l] The MANO framework MUST be able to scale a VNF and/or NS, on OSS request or
automatically based on KPls, in ordeintrease/decrease the capacity.

[Scaling02] The MANO framework MUST be able to terminate a VNF and/or NS whenever it is no
longer required.
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2.2.2.9 oad Balancing

As described in paragraph 4.3.1 of Deliverable D2.2, one of the VNF architecture options involves
providing the load balancing function as part of NFVI. Moreover, VIMs (such as OpenStack) have the
capability of managing common load balancing functions through an interface/API (OpenStack
LBaaShttps://wiki.openstack.org/wiki/Neutron/LBapgSvhich is also extensible to support different

load balancing backends (in the case of OpenStack, through Neutron LBaaS plugins).

[LBO1] The MANO framework SHOULD be support load balancing functiort atha NFVI/VIM
infrastructure. This requires integration with the application lifecycle and scaling functions.

[LBO2] The MANO framework SHOULD support standard load balancing features. OpenStack LBaaS
captures these requirements attps://wiki.openstack.org/wiki/Neutron/LBaaS/requirements

As also mentioned in paragraph 4.3.1 of Deliverable D2i&tivork services occasionally require

load balancers that opate in the secalled firewall mode: klike server load balancing, where the
clustering can be realized using one load balancer, network service clustering requires two (logical)
load balancers, one on each side of the cluster.

[LBO3] The MANO framewo&HOULD ideally support firewall load balancing mode. However, this
a! ., NBIddzZANS | RRNBSaaAy3d 3IAFLJA AY bCxLk+xLa O6hLISY

2.2.2.65ervice Function Chaining

The higHevel architecture oService Function Chaini(fgFC), aspecified by IETF (RFC 7665), was
described in paragraph 4.3.3 of Deliverable D2.2. In this section we list the relevant requirements
from the MANO side.

[SFE1] The MANO framework MUST support theation of Service Function Chaif(®FCs),
consisting ban ordered sequence of Service Functi@1ss).

SFs are virtual machines,even physical devicethat perform a network function such as firewall,
content filter,content cache, or any other function that requires processing of packets in.a flow

[SFCG02] The MANO framework MUST support SFCs with both simple (i.e. single SF) and complex
(i.e. sequence of multiple SFs) Service Functions Paths (SFPs).
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https://wiki.openstack.org/wiki/Neutron/LBaaS
https://wiki.openstack.org/wiki/Neutron/LBaaS/requirements

Materialisation of SFCs requires the cooperatidthe NF\Orchestrator VIM and SDN controller.
TheNF\O provides the VNFFG definition (please refer to relevant requirements in this document),
the VIM creates the SFC by attaching the SF VM instances to network ports and the SDN controller
configures the network overlay fabric that interconnects thestgvark attachment points.

According to the OPNFV SFC projettb€://wiki.opnfv.org/display/sf; SFC also depends thre
VNF Manager:

http://artifacts.opnfv.org/sfc/brahmaputra/docs/design/architecture.htmltamdnager

[SFE3] The MANO VIM MUST support the attachment of SF VM iaestémametwork ports to
construct SFPs (for more details on how OpenStack aims to implement this capability, please refer
to http://docs.openstack.org/deveper/networkingsfc/system_design%20and_workflow.htamd
http://docs.openstack.org/developer/networkirgic/api.htm).

[SF@)4] A Service Function (SF) MAY actually consistloktr of VM instancegach service
instance cluster represents a group of Ife VMnstanceswhich ca be used for loathalancing

(please also se8.2.2.5. The load balancing function MUST have the option to be sticky (i.e.
sessions in progress must be sent through the same SF VM instance). The load balancing function
MUST also have the option to ensure symmetric return traffic.

[SFA5 The MANO VIM MUS textensible to support the creatiol & NB Yy RS SBPY i é 0
conjunction with different SDN controlleaad renderers (e.g. OpenFlow, NETCONF, etc.).

The support of SFH€lated requirements by the OpenDaylight SDN controller is described below:
https://wiki.opendaylight.org/view/Service _Function _Chaining:Main

[SF@6] The MANO VIM MAY support a network overlay function that is part of the NFV
infrastructure (OpenStack wpltovide a reference implementation using Open vSwitch).

For a complete implementation of SFC, the MANO framework would need to also support
orchestration of the SFC Classifier, Service Function Forwarder (SFF) and SFC Proxy building block
For more infomation on how OpenStack aims to support these SFC functions, please refer to
http://docs.openstack.org/developer/networkirgic/ovs _driver_and_agent woltiv.html).
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[SFE7] The MANO VIM SHOULD support orchestration of SFC ClaghikeMANO VIM MAY
offer an implementation of an SFC Classifier that is part of the NFV infrastructure (OpenStack will
provide a reference implementation using Open vSwitch).

[SFE8] The MANO VIM SHOULD support the orchestration of Service Function Forwarder (SFF).
The MANO VIM MAY also offer an implementation that is part of NFV infrastructure (OpenStack will
provide a reference implementation using Open vSwitch).

[SFE9] The MANO VIM SHOULD support orchestration of SFC ProeddANO VIM MAY offer
an implementation of an SFC Proxy that is part of the NFV infrastructure (OpenStack will provide a
reference implementation using Open vSwitch).

[SFCLO] The reference impleentation of the SFF, SFC Classifier and SFC Proxy (if available)
SHOULD support the preferred SFC encapsulation scheme, NSH (pleasalsaf-igfFsfcnsh).

Please note thaan initial implementation of a subset of the SFC requirements above was made
available in OPNFV Brahmaputra, as a combination of OpenDaylight, OpenStack and Open vSwitch:

https://wiki.opnfv.org/display/PROJ/Project+Proposals+Service+Function+Chaining

An overview of how OPNBVahmaputrgouts all the pieces together:
http://artifacts.opnfv.orgsfc/brahmaputra/docs/design/index.html

Further progress is apparently being made, targeting OPNFV Colorado:
https://wiki.opnfv.org/display/sfc/OPNFV+SFC+Colorado+Release+Plan

Finally, the requirements for supporting VNF Forwarding Graphs are outlined below:
https://wiki.opnfv.org/display/PROJ/Openstack+Based+VNF+Forwarding+Graph

2.3MEC Technical requirements

2.3.1 Architecture

The following Figure depicts the relevant ETSI MEC architecture. This architecture describes how a
MEC environment should be organized, namely regardingap®yiment of MEC App on top of a

cloud environment, as well as the whole management and orchestration functions to support this
operation.
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2.3.2 Requirements

This section describes hitgrvel technical reqeements for a MEC management and orchestration
system. More detailed requirementsné flows can be found irAnnexes8.1.1 and 8.21,
respectively.

2.3.2.1Application lifecycle

[Lifecycle01l] The management system MUST supptire following application lifecycle
management (LCM) operations:
1 Instantiation
Scaling
Relocation
Modification
Termination

= =4 4 A

[LifecycleD2] The management system MUST be able to receive and process application LCM
requests:

1 From the OSS, a thiyzhrty, or aUE application

1 Based on LCM rules.
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[Lifecycle03] The management system MUST be able to identify the mobile edge features and
services an application requires to run. This will be the input for the decision on which mobile edge
host to provision the apiglation.

[LifecycleO4] The management system shall support the instantiation and termination of a running
application when required by the operator.

2.3.2.2Application scheduling and instantiation

[Instantiatior01] The management system MUST be able to deépéogpplication on mobile edge
hosts in various locations, both in a central data center and at the edge of the Core Network.

[Instantiationr02] The management system MUST support the following deployment application
models:

1 One App instance per MEC Hastrving multiple users

1 Multiple App instances per MEC Host, each serving a single user

[Instantiatior03] The management system MUST support the indication of the following virtualized
resources:

1T Compute

1 Storage

1 Network resources

1 Specific hardware suppor

[Instantiationr04] The management system MUST support the indication of the following network
connectivity resources:

1 Connectivity to local networks
1 External connectivity to the Internet

M Access to user traffic

[Instantiatior05] The management systeMUST support the indication of the following latency
requirements:

1 Maximum
1 Expected
[Instantiationr06] The management system MUST support the indication of physical location (edge).
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[Instantiation07] The management system MUST support the indicatiomatseequirements:
1 Mandatory-for MEC Apps to be able to operate.
1 Optional-for MEC Apps can benefit from, if available.

[Instantiation8] The management system MUST consider cost requirements, which can be a
translation of the operator's estimation ftive deployment costs.

2.3.2.3Mobility support

[Mobility-01] The management system MUST support multiple MEC Hosts in different locations,
including radio sites, aggregation points, or at the edge of the Core Network.

[Mobility-02] The MEC system MUST guarargervice continuity while the UE moves across the
network (between different edges).

[Mobility-03] The MEC system MUST be able to maintain connectivity between a UE and a MEC App
instance when the UE performs a handover to another cell.

[Mobility-04] TheMEC system MUST be able to perform application instance relocation for MEC
Apps dedicated to a single user.

[Mobility-05] The MEC system MUST be able to perform application state relocation for MEC Apps
serving multiple users.

2324Yt L Q& adzLJLi2 NI

Virtualization of appliances increases the flexibility of service management and reduces deployment
time and costs, but on the other hand it increases management complexity. This complexity can be
addressed through intelligent orchestration of infrastruetwesources and services. Current
virtualization environments abstract the underlying infrastructure to simplify the deployment
process as a consequence they also provide limited capabilities to support intelligent orchestration
decisions e.g. resource are deployments. Intelligent orchestration embraces different aspects of
the service lifecycle including improved infrastructure management, intelligent deployment
decisions and horizontal scaling management.

An intelligent deployment decision can be ddmm as a deployment decision that takes into
account at least two important considerations:

1. Allocation of the optimal quantity and type of resources to a workload on the most
appropriate physical nodes.
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2. Characterization and analysis of the target infradtire platform to ensure both
guantifiable performance and predictalidehaviourof a deployed workload.

The following are the key requirements with regard to the fulfilment of service level KPIs:

[KpiTemplatedl] ¢ The system MUST be able to dynamiaigfyine a workload deployment
GSYLX TGS (2 SyadaNB® GKIFdG NB&aA2dzZNOS £t 20FGA2
[KpiScaling01] ¢ The system MUST be able to determine the number and types of
NBEaz2dzNDSa (2 &dzLILI2NI ¢2NJ] A2 RFRAQH thXnaId Ay 2

[Monitoring-01] ¢ The MEC system MUST be able to collect infrastructure and service
monitoring information, in order to feed KPdsed automated management and
orchestration features.

2.3.2.3Network Traffic control

[TControl01] The management systemust be able to provide provisioned MEC platforms with
guaranteed network bandwidth.

[TControl02] The management system must be able to rate limit the provisioned MEC platforms
traffic flows.

[TControl03] The management system must have the abiitgelectively apply the traffic control
on different types of traffic, and have the ability of traffic classification.

[TControl04] Within the constraints set by the orchestration and management, an authorized
mobile edge application shall be able to request the activation, update and deactivation of the
mobile edge application traffic rules dynamically.

2.3.2.65calingWIH

2.3.2.6.1 Ewent Handling Capacity

2.3.2.6.2 Application Scaling

[Scalingd1] ¢ The MEC system MUST be able to scale a MEC App, on OSS request or
automatically based on KPlIs, in order to increase/decrease the capacity.
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[Scalingd2] The MEC system MUST be able to terminate a MipCwhenever it is no
longer required to serve users.

2.3.2.6.3 Containers Suppo[WIP]

2.3.2.6.4 Microkernels SuppofWWIH
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2.5Technical RequirementsGRAN

Delivery D2.3 decomposesRAN into RFBs and further discuss the affinity of those RFBs. For
completeness, the affinity graph between the different proposed RFBs is given in

CORE User Plane
Functional Blocks
User

Data

PHY CELL

PHY RRH

Figure2: Affinity graph between different®AN functional blocks

Here, inTable 2,we further analyze the location, event handling capacity and scaling requirements
from those functional blocks.

FUNCTIONAL EXAMPLES ¢#B FB EVENTHANDLING APPLICATIORCALING
BLocKFB) DECOMPOSITION | DEPLOYMENT CAPACITY REQUIREMENT
LOCATION
0

PHY RRH Physical NF ¢ not | Antenna site Not Scalable as application
virtualized

PHY Cell all  the processey Antenna site orf every 10 ms (LT| scaling decision may be reacti
executedfor one cell | FrontEnd radio frame length) | (based on computational lateng
e.g. FFT/IFF] of previous frame). Less than
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Modulation, Cycli¢ Cloud ms requirement.
prefix
Joint Multiuser New UE coulg Scale infout may be depende
Detection ¢ jointly arrive  or leavel on UE mobility. About -%0
process the receive asynchronously. seconds worst case (bus, or trg
signals from multiple Scaling decisiol travelling between RAPS)
UE from morehan one should be based ol
RAP (MTPD, INS) current
computational
latency and nex|
state prediction
PHY User (UE| HARQ must be sent | FrontEnd new frame every Scale infout may be depende
ms after receiving th¢ Cloud or EDG| 10 ms (LTE radi on UE mobility. About -50
frame cloud frame length) , but seconds worst case (bus, or tra
Convolution coding events that resulty travelling between RAPS)
capacity dependen|
on UE mobility.
MAC ICIC (Intercell FrontEnd every 10 ms(LTE| number of minutes in most case
Cell/Schedulin| Interference Cloud or EDG]| radio frame length)| dependent on UE mobility. Abo
g Real Time | Coordination) cloud Works  with  a] 5-10 sec
Of dza G SNJ

scaling events no
coming in peaks.

link adaptive part

antenna site

Dependent on
current  antenna
measurements,

need to be
executed locally or
antenna site,
latency sensitive

10 ms
If implemented in
fashion could be
sensitive

proactivg
less tim

MAC User (UE

UE Power control

EDGE cloud

LTE case it can
happen
maximum 1000
times within a
second per ue.
capacity is
Number of
users in 1ms

not coming in peaks, -BE0

seconds worst case

RLC

It includes processe
related to
segmentation/concate

nation of PDCP PDU

EDGE cloud

depends on the
mobility and traffic
intensity of UE. Fo

the EDGE clou

number of minutes to scale
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based on informatior|
exchange with MA(
and PDCP. Seve
modes are supported
Transparent,
Acknowledged an
Unacknowledged. Ead
case could be
separate FB

slow
number

change
of

in
ue

associated with it.

PDCP transier of user plang EDGE cloud g Depends on ugq scaling not strict time
Packet Datg data, transfer  of| Central cloud | activity levels, constrained, and predictable
Convergence | control plane data, would changel number of times in a day
Protocol header compression, through the day in
ciphering, integrity predictable mannet
protection. (peak in  the
morning, less
activity in the night,
etc)
RRC Cell EDGE cloud 0
Central cloud
RRC UselUE) | Handover UE EDGE cloud g about 30% of UH scaling not strict time
measurements Central cloud | are in the handove| constrained, number of times in
reporting, QoS state, so with| day

management, paging

central deployment

number
events in a day

of scaling

NAS User (UE

It refers to the use
procedures related tg
signaling between the
UE and MME

EDGE cloud g
Central cloud

NAS Core

MMEs load balancing
MME overload control
GTPC signaling loal
O2y (N2 f X

EDGE cloud g
Central cloud

Asynchronous,

depends on use|
mobility. Because 0

deployment

on

central cloud slow
change in numbe

of the users
whole network

in the

scaling not strict time
constrained, number of times in
day

Table2: GRAN RFB requirements
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2.6 Generic Technical RequiremengtslFV vs. MEC

e w.__ =]

NFVO only orchestrates Network ServiglS), not MEO orchestrates MEC Apps (MEC has no combination d
VNFs (for those are VNFMs) MEC Apps as NSs combine VNFs)

MEC has a service platform to provide services to Apps, W

NFV has no services platform to provide services
must be managed (accesaith, etc.)

The deployment details of NSs (e.g. location) car The deployment details of a MEC App is only determined
decided by the NFVO, but also by the VNFM the MEO

Mobility issues are not very relevant (although in sot

: Mobility issues (state movement) are relevant
cases may arise)

Location issues are not always relevant (although in

Location issues are always relevant
some cases may happen)

Table3: NFV vs MEC comparison
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3 State of the art analysis

3.10penStack

3.1.1 OpenStack Virtual Infrastructure Management (VIM)

This section provides a summary of the capabilities exposed by the virtual infrastructure which are
relevant to the orchestration layer.

3.1.1.1 Network Traffic Control
bSdziNBy KFa 0S02YS hLSUSNDADSH WRBES Fd DNRAYINPICE
networking services, QoS is being one of the key features provided. The supported traffic control
requirements in Mitaka release are rate limiting answering [TCebipland the dynamic
activation/deadtvation upon request [TContrOK]. However, on the downside the missing features
are bandwidth guarantee [TCont@1] and having a more mature traffic classification capability
[TControl03] (e.g. layer 7), with the latter becoming an active discussitimedatest OpenStack
summit.

3.1.1.2 Scheduling parameters

LY 2NRSNJ F2NJ 6KS 2NOKSaildNr A2y 188N G2 o6S o
to expose the required set of parameters for the orchestrator to take into an account. However, at
thia LIRAYOG Ay GAYSZT Y2ad 27 0 K&quirehé&hig AjpSchedB]ILI2 NI ¢
(description of the virtualized resources) can be satisfied by the usage of templates provided by
such projects as Heat and Tacker as well as [App®6éhe@Requied network connectivity
description). However, on the downside requirement [AppS€&d (Physical location
requirements) is hardly fulfilled. The possible solutions to accomplish that can be by made by the
dzal 3S 2F hLISy{idl 01 Qa dn2 &t cells edfipkiziedS by castBne Sodal 0O
AO0KSRdzf SNJ FAf GSNERS | az2ftdziazy 6SQNB LI I yyAy3
frames.

3.1.1.3 Mobility support

While the OpenStack Nova (compute) project provides support for a subset of functimrality f
migrating VM instances from one physical host to another, it lacks some of the properties required
for full mobility support: [Mobilid1], [Mobility-02]. The user of the migration feature in its current
form cannot specify the physical host on whisd VM will be migrated, as this decision is left out
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to the scheduler. In addition to it, this process does not assume that the VM instance has sufficient
storage available on the target host, and potentially can fail.

3.1.1.4  KPI Support

A KPI is a metric used éwvaluate factors that are crucial to the performance of a workload or
service. Operationally KPIs act as a simple set of indicators to measure data-agaswstof
service success gauge. In order to appropriately monitor and measure KPIs requitegatigaa

and qualitative metrics. These metrics are typically captured through the use of telemetry providing
both platform and service level data.

Current service orchestration approaches are basedhe use of pralefined configurations for

the node(s) hosting the workloads. The Orchestrator then requests instantiation of tHefjred
configuration to bring the workload into service on specific hardware platform, for instance through
usage of pe-compiled deployment templates (i.e. OpenStack Heat Orchestration Templates (HOT),
TOSCA descriptors, etc.). These templates are managed by orchestration platforms through the use
of catalogues, (for instance, OpenStack Murano project can be used @oastdrmanage HOT
templates for OpenStack Heat). However, this approach does not scale efficiently. As the number of
different services to be supported by the platform increases as well as the granularity of service
specific KPIs (Key Platform Indicatons)l &LOs (Service Level Objectives) it results in a huge
number of deployment templates to supported deployment of services. A more effect approach
maybe based around the use of dynamic template definitions at deployment time to meet specified
Yt L QA& ribleciin sBcBoh @1.1.

3.2Cloudband

Cloudband management system is based on two main components, VNFM (VNF management) and
NFVO (NFV orchestrator). In the following we would focus on the VNFM.

Cloudband VNF management system is mostly based on OpenSthcipem source services.
Specifically, on top of Op&ack main projects (NOVA, Neutron, Cinder and Glance) Heat is utilized
for VNF deployment and resource allocation. To further allow VNF lifecycle management we utilized
Mistral workflow engine that opetas in conjunction with Heat. We note that the selection of a
workflow engine for a generic VNF management has been identified as an efficient approach in
terms of providing a quite broad generic management capabilities and with relatively low
complexity Qdini, MariePaule. "Short Paper: Lightweight VNF manager solution for virtual
functions." Intelligence in Next Generation Networks (ICIN), 2015 18th International Conference on.
IEEE, 2015).
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Figure3: Openstack based generiviviManagement system

Figure3 depicts the architecture for the VNF management system. As indi¢heedrchitecture is

based on PenSack services, such abteat, Mistral, Murano, Ceilometer, Vitrage and possibly
Congress. In addition, it utilizes Ansible as an open source configuration management. This
architecture can support all of the operations that are required for a VNF lifecycle management,
includingdeployment, monitoring, scaling healing and termination (as depicteigumes).

TERMINATE

ONBOARD

DEPLOY

VNF life cycle
management

MONITOR

HEAL SCALE

Figure4: VNF lifecycle operation
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For example, Deployment takes place once the onboarding process is complete. Deployment entails
ensuring that the newhntroduced application is deployed with its name and the correct
environment, on the correct VMs, with the right IPs, etc.

After the sboarding process is complete, the second LCM st&pployment takes pladgigure

5).

CloudBand — Processes
s 4 the recipe and policy files

Q
and deploys the
CBMS{ {F '['E] application accordingly
Distributes Cloud Carrier | ? S| T T T Al T 5

Figure5: The deployment workflow

Only the customer user can deploy applications. There are two ways to deploy:

w From the Catalog (add application blueprint to the Catalog specified in onboarding)

w Direct deployment of Deploy Stack Directly on OpenStack Node

The HOT template is validdtby OpenStack during deployment. No validation is performed when

the HOT template is onboarded.

After an application is deployed, a service will be created in the MY CLOUD > DEPLOYMENTS. Unde
the service the customer user can see the stacks of the appific

For each deployment, a job will be created.

For the deployment to succeed, one should ensure that the Hot is valid analltthe required
resources for the stack are on the node (for example, the image).

SUPERFLUIDITY Del. 16.1: Initial design of control network Page30of 88



3.30penMano

OpenMANO implements componeritesm the ETSI NFV MANO stack. Currently, the situation with
regards to the requirements outlinead Sectior? is the following:

3.3.1 Network Traffic Control

OpenMANGsupports the definition of link parameters in the VNFD descriptor as well as in the
Network Scenario Descriptors (NSDs). They include the type of linktgpoomt, LANtype, etc.)
as well as quality of service parameters

3.3.2 Scheduling parameters

Currently, OpenMANO does not support scheduling internally. However,OgfenMANO
component in the OpenMANO project controls a VIM where NFV services are offered including the
creation and deletion of VNF templates, VNF instances, network service tengpldt@gtwork

service instances using the openmano API. This can be used by other components to implement
scheduling.

3.3.3 Mobility Support

Currently, OpenMANO concentrates on creating-bB&3éd scenarios. As such, the VNFDs are static
and do not provide hook®tdefine mobility for the virtual machines (VMs) that are included in a
VNFD.

3.34 KPI Support

OpenMANO offers a northbound interface, based on R&E&hYim AP, where enhanced cloud
services are offered including the creation, deletion and management of inflagesys instances
and networks. The implementation follows the recommendation§=v¥PER001
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4 Management and Orchestration Design

This section intends to identify and describe the different available options regarding cloud
infrastructure, cloud infrastructure managent and orchestration. We also discuss the pros and
cons and the best approaches to be followed by the project.

4.1 Cloud Infrastructure

The cloud infrastructure is the basis of the emerging cloud technology. It allows toisodaited

virtual entities, with compute, storage and networking capabilities, appearing as if they were
physical machines. The use of hypervisors (e.g. KVM, ESX) is still the most common virtualization
technology. However, coainerbased technologies @. Kubernetes, @kers*) are getting
momentum. ETSI NFV refers to this as NFV Infrastructure (NFVI); we will use this term from now on.

Independently of the virtualization technology in use, some architectural aspects need to be
discussed and decided, imetcontext of the project, in order to find the best approach that fits with
our requirements. Superfluidity shall support two different types of services: network functions
(e.g. eNB, EPC) and applications (e.g. MEC).

41.1 Dynamic Definition of Service DeplamhTemplates to Support KPIs

In order to provide the intelligent of the orchestration process, automation is a key requirement to
determine the best composition of quantity and types of resources to be allocated to a service
according to its KPIs and SL&wl as a result to changing workload conditions due to user
interactions. Providing automated and performant deployments and scaling decisions will enable
both support for performance requirements and increased platform density in a scalable manner,
whichwill result in increased efficiency in the management of features exposed by the platform and
the infrastructure resources.

In the context of the Superfluidity project, the design and implementation of an automation
framework is being developed in order automate some aspects related to the generation of
actionable insights for orchestration. The main goal, according to the premise above, is to
automatically define a set of rules that can be interpreted by an orchestrator in order to make
intelligent decsions with respect to the quantity and type of resources to be allocated to a service
hosted by a VIM (Virtual Infrastructure Manager). To achieve this goal, there are three steps that
must be automated and integrated in order to reduce the complexityle$ generation process:

f Execution of experiments KA OK A YL SYSy(i RSTAYSR aiNXaa

workloads based on specific scenarios and deployment configurations of interest;

1 Data collectionusing embedded telemetry systems and the awdted discovery of
infrastructure elements which can support execution of a workload;
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1 Data analysi® extract orchestration insights from the data and generate deployment rules
to be used by orchestration platforms to make intelligent deployment decisions

The general goal will b generate anoptimized version of a deployment template and the
storage of the template into the main template catalogue used within the project. The optimal
template could be given as the composition of the deployment coatigar parameters and the

related values to be used at deployment time. They can be determined through the adoption of a
data analytics approach. For a given a service to be deployed, along with a list of KPIs/SLOs to be
satisfied and a default deploymeneémplate, an experimental protocol can be defined and
automated. Data analytics can be used to find potential mappings between the service specific
KPIs/SLOs and the different deployment configurations explored by the experimental protocol.

Template
Catalogue
(i.e. OpenStack Murano)
Default Optimal
deployment deployment
template template

Experiment Data Data

Execution Collection Analytics

Figure6: General workflow of the proposed solution

Horizontal scaling is also very important from an intelligent orchestration perspective: horizontally
scaling a service involves either increasing or decreasing the number of resources to be used at
runtime to ensure KPIs and SLOs compliance consideriagityvariations of the workload and its
usage profile.

In order to explore the effects of horizontal scaling on a platform and on service performance, a
similar workflow to the one discussed above can also be used. This would be supported by a specific
experimental protocol and data analytics applied to the data collected during experiments.

The goal would be to find a mapping between the supported workload of the service and the
number of active instances to be instantiated to support the workload. Tpectd output then
would be the number of instance to activate with respect the current workload to be supported in
order to satisfy the SLOs.
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41.2 Option 1: One NFVI per Service

The easiest way to support different services is to use a separated clouduncftast(i.e. servers,
storage, network) (se&igure ERROR REFERENCE SOURCE RIIND. However, this leads to an
nefficient use of resources, as there are ncesgies between similar infrastructures. Furthermore,
for an operator, the management effort is considerably larger, as isolated silos need to be built.

Figure7: Option 1: One NFVI per Service.

Conclusiontnefficient andcomplex

4.1.3 Option 2: Common NFVI for all Services eventually locations

To increase efficiency and reduce complexity, it is preferable to have a common infrastructure,
which can be used to hold all kinds of services, eventually even in multiple locatiosec(smes

below). For this to be possible, it is required to ensure that all services can rely on similar
infrastructure standards. After some discussions among service specialists, we were not able to
identify any service specificities that prevent thiprapch. For this reason, it seems that the best
strategy is to have a common cloud infrastructure (NFVI) for all services. This model increases
efficiency and simplifies management. BRRORREFERENCE SOURCERRDINDdepicts this view.
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