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This deliverable reports the first version of the Project Vision and Roadmap of the project; a second version
will be delivered at the end of the project. The document starts from the Description of Work document, and
takes into account results generatedthin the project, other relevant scientific, technological or market
developments, and the long term strategies of the EU and project partners. Thus, it includes parts of the
original proposal, updated when needed, concise description of work perfotheedurrentstatus of the

project roalmap, and new/updated concepts.

In some cases this document duplicates information provided in other deliverables, but its aim is to more
concisely describe the project as a whole, and publicly. More details can beirfopirmjlect deliverables
(http://superfluidity.eu/results/deliverable¥/ which are quoted inthis document by their official
abbreviation, Dx.y for final deliverables and Ix.y for internainmdiate deliverables. All deliverables are
available for reviewers and advisory board membgr& A f S 2yt & ( K@blice Y NBJ] $Rz0 F 2
available.

As for the orgasation of the document, after a brief introduction, in Sectgwe report the vision of the
project, detailing major features and expected benefits, potential market, and comparison with other
solutions. In Swion 3, we describe how we plan to reach our vision, by: i) listing specific objectives; ii)
specifying scientific/technical, market and societapects of the overall vision; iii) providing updated
roadmap, KPIs and risks. Finally in Sedtiare give an account of the work performed so iiacluding both
design and demonstration activities and related expected impact.
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1 Introduction

The vision of theSUPERFLUIDIpMject emergesrom powerful drivers that are shaping our
society.

The first driver is the increase of population d@hd still growingglobalsation and physical and
virtual mobility more people Z billion and a halin 1950,almost 7.5 billion today, half of them
living in citiey and more interconnections among them.
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The second driver is the proliferation of new or improved applications and services that need
network connectivity:social networks,video (high definition), IoT nfetering, smart home,
connected cargs industry4.0 (or the fourth industrial revolutiorthe current trend of automation

and data exchange in manufacturing technoldgiksv latency serviceggames, virtual reality,
autonomous vehiclgsadvanced service$ate recognitiorand speech translation, cogive and
expert systerg, big data exploitation Thewhite paper omView on 5G Architectuégoublishedon

July, 13, 2016 by the 5G PPP Architecture Working Grdbtips://59-ppp.eu/whitepapers)
identifies three groups of use cased: Massive broadband (xMBB) that delivers gigabytes of
bandwidth on demangdii) Massive maching/pe communication (mMTC) that connects billions of
sensors and machingdi) Critical machindype communication (uMTQhat allows immediate
feedback with high reliability and enables for example remote control over robots and autonomous
driving.¢ K $G Mlanifesto for timely deployment of 5G in EutbEesented byskey players in

the telecoms industry and sectors whichilwse 5G technologies and services in the fiture2 y
July,7, 2016 Kttp://ec.europa.eu/newsroom/dae/document.cfm?action=display&doc id=16579
adopts another clasfication grouping use cases according do-called verticals: i)connected
automotive scenarigsii) connected eHealth scenariosi) connected planes, railwaand high

speed transportationpublic safety; iv)smart grids v)smart City vi media andentertainment

Whatever the classificationhé network connectivity requirementsf such applications and
servicesare more and more demanding in terms of: i) data rates; iifelacy; iii) ubiquitous
coverage

The Digital Agenda Europe requires thaEaliopean cigens should access the Internet at bit rates
greater than 30 Mbit/s by 2020, but reality Ultra-Broadband (UBB) access performaisoeven
higher and growing (FTTx, VD8é&oring, G.fast, 4G, 4G5G).The frget latency is in therder

of very few millisecond®Network access is required everywhere
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Simply putwe have more connected devic@asth each requiring higher data radower latency
andubiquitous coverage, with very high deiesbf userspossible

In addition, tie importance ohetwork connectivity andetworkedapplicationsan our society and
economyhas the consequence of requirisggnificantimprovements also in terms :off) faster
deployment of applications and service® reducing their time tonarket and easingheir
evolution ii) lower energy consumptignii) enhancedecurity and privacyv) betterreliability and
dependability

Furthermore, processing needs will be exacerbated in high camhaise networks. Current cloud
computing solubns are not suitable for dynamic, re@ine, highbandwidth, lowlatency
applications because of issues such as granularity, localisation and configurability; service
processing nodes should be distributed and located close to users or to rouiarbocal data

centres and not only in traditional datantres.

As a matter of fact, the upcoming 5G network has two important characteristics, sometimes
overlooked: thancreasing rol@f cloud computingand the fact that this generatioof networksis
concerned with the whole network and not only with its cellular part. The first generation of cellular
networks was about portability; 2G marked the advent of digital technologies; 3G introduced
widespread dataervicesin addition to voice service4(s focued on Internet integration. 5G will

be the whole network, including fixed sections and core, and will continue to disruptigieal
Internet architecture, fully adopting cloud computing in its paradigm. The Intesiidiecone a
network of datacentres providingmore often than not 1-hop access to cloud, with a thin access
section targeting infinite bandwidth/zero latency performan&nartphones will increasingly
provide access to artificial intelligence/cognitive seryiagth a computetto-cloudto-computer
communication model, rather than perstm-person.

However, in spite of, or maybe because of, the great achievements that we witnessed in ICT,
revenue growth for telecom operators is expected to halve from now to 2020. This means that

demand cannot be satisfied by simply increasing network capacity, especially in networks that are
becomingalwaysmore diverse, dense, mobile and changingredictably

The answer tehe challenging and sometimes contradictingcessitiesummarsed abovegonsists
in redudng capital and operating costdy using low cost technologies, rethg energy
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consumption, shamg and optimising resourcesutilisation by dynamically allocating them in time

and space, anth generalresort tovirtualisationtechniques as much as possitienefits of a full
virtualisationof network devices, at all layers, includ@l13] i) sharing: resources divided into
multiple virtual pieces used by different users; ii) isolation: sharing of a resource does not endange
security and privacy of users; iii) aggregation: if resources are not big enough to accomplish a task,
they can be aggregated; iv) dynamics: reallocation of resources in space and time on demand; v)
ease of management: softwab@sed devices are easiermanage and update.

In addition, it is necessary that the network be programmable, as a function of the needs of the
services that it provideg\n example of the capabilities ofvartualisedand programmable network

is the concept o& network slicea virtual, endto-end network, deployed in softwaravhichrunsin
parallel to other slices on a common hardware infrastructétenetwork slice alsallows the
isolaion and supporof different classes of services/customers.

The overall vision is thus the@of a software network with an application/servaantric network
control able to dynamically share and alloceaittualisedresources allowing to: i) reduce costs,
simplify network managementncrease flexibility and ease evoluticend dynamially deploy
network services.

5G will be, then, a fully & & 2 F (i ¢ helNdbrk Sréviding fixed and mobildBB access to a
distributed cloud infrastructure

TheSUPERFLUID@Mgject contributes tahe vision of ai & dzLJS NJF f dzivrchwilyh&é the2 NJ|
abilty to instantiate services etme-fly, run them anywhere in the network (core, aggregation,
edge) and shift them transparently to different locations. Such capabilities are a key part of the
converged cloudhased 5G future they will enable innovative useases in the mobile edge,
empower new business models and allow almost instanwbliof new services, and reduce
investment and operational costs.

As for theorgangation of this document, we first present the specific vision of the project, then
how we intend to reale this vision and finally where we arew, and what is the work performed
so far.

2 Vision Statement

The SUPERFLUIDITINE 2 SOG G O1f Sa ONMHzOALf &aK2NIO2YAy3a
times, with wasteful oveprovisioning used to meet variable demand; reliance on rigid and cost
ineffective hardware devices; daunting complexity emerging from three forms abbeteity:
heterogeneous traffic and sources; heterogeneous services and needs; and heterogeneous access
technologies, with mukvendor network components.

TheSUPERFLUIDBBYution is based on: a decomposition of network components and services into
elementary and reusable primitives; a native, converged eb@sgd architecture; theirtualisation

of radio and network processing tasks; platfansependent abstractionsvhichpermit the reuse

of network functions across heterogeneous hardware platfodn&A £ S OF G SNAyYy 3 (2
need for closed platforms/implementations; and high performance softwptienisatiors along

with leveraging of hardware accelerators.
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As a result, the 5G network will benefit from: i) locaiifmaependence: network services
deployable in heterogeneous networks; ii) tindependence: near instantaneous deployment and
migration of services; iii) scal@ependence: transparent service scalability; and iv) hardware
independence: development and deployment of services withgegiormance irrespective of the
underlying hardware.

21 al 22N CSI 0.ENBaF AliBR Y Se@

The ever increasing traffic volume is expected to push the limits of 5G access infrastructures, with
some experts expecting up to 1,000 times the volume of traffic thhat wurrent 3G/4G
deployments carry. This increased volume is to be accompanied with stringedieléyw
requirements, all the while trying to reduce investment and operational costs in an increasingly
competitive network operator market. Technological @mtements in the wireless domain are of
course pivotal to facing such performance and scalability challenges, and mandate for the ability to
fully harness capillary distributed antennas (for massive MIMO, beamforming, interference
cancellation) via coopetige multipoint processing and control primitives. The abilityittualise

signal processing tasks, and to execute them inside ceatraiomputational environments
directly deployed within the network infrastructure itself (i.e., by trading netwoplkaty with
properlylocalsed CPU resources, placed not only in the edge cloud but also remotely placed near
the antenna) will enable such technologies to profit from the rate of innovation of typical seftware
based solutions. Furtherore, welldesigned hsic processing primitives and application
programming interfaces would allow deployment of advanced algorithms which are today blocked
by the proprietary nature of the involved components.

5G networks will face issues beyond performance and scalaBiIRERFLUIDIPYnNs to offer a
converged solution to counter the complexity emerging from three forms of challenging
heterogeneity:

1. Heterogeneous data traffic and epdints make proper planning and prediction of loads
incredibly hard. The ability to efféatly cope with, and dynamically adapt to, different,
suddenly emerging, and ever mutating conditions requires a substantial leap in the level of
Ft SEAOAfAGE YR FIaIAftAGE 6AGK NBAaLSOGL G2
fluid network architeture is called for.

2. Heterogeneity in services and processing needs: operators have largely seit digmineed
G2 GNIXyatT2N)¥ (KS gANBfSaa 00Saa ySue2N)] ¥
able to instantiate platforragnostic softwardased processing when needed, where
needed, would open up seemingly endless possibilities. Paying businesses could run
blazingly fast locatieaware processing for their clients in the Radio Access Network. Virtual
CDN operators could deplayrtualisedcontent caches at edge networks, growing their
infrastructure as their business grows. Customers could pay fdemand ad removal in
order to improve their browsing experience without draining their battery power, or could
use aggressive traffic compressiarnhee edge when the cellular load is high.

3. Heterogeneity in access technologies and their scale. 5G networks should become access
F3y2a0A0Y aLISOAFTFAO BANBESaa 2N gANBR §(SOK
I 00SaaSa¢é oOoW. h! a30ESRYRaAXERSAGT a2 SERI AR
ASNISRé¢ Y2 RSt -applieatioyf leviel2of granuladi®/Ndather than users). This
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process should be autonomously driven by service level agreements and congestion
conditions and should be scagnostic,.e., handled in the very same way irrespective of
the size and scale of the network nodes handling traffic/application flows.

All of these challenges point to the need for a new convergence moddtigeel) well beyond

GKS GaS@AENEHKDODEFOSNBESYOS GKFG LI GSR GKS gl e )
already been implemented, to a large practical extent, in current 4G network deployments.
Concretely, wewf f | OO2YLX A4K GKA&a OGKNRdZAK | dRSO2 dzLJ
re-usable network primitives, so as to hide complexity inside: i) their (vapedoific) adaptation to

the specific technologies and hardware, and inside ii) specificaliyedecloudike technologies
providing the relevant (distributed and edgased) dynamic programming, scaling, execution and
provisioning environment.

Figurel: Threefold Convergence

What we target is the identification of elemtary and reusable network and processing
GLINAYAGADGSEaES +Fa ¢Sttt a LINPODAAAZ2YAY DasédSt SY!
implementation for maximum portability, so as to permit us to rapidly deploy widely different
network services where theyre needed. As this concept is vital to understanflingt 9 wC[ | L5L ¢
position, it is elaborated in the next section.

2.1.1 Towards a Different Architectural Model

Ly G4KS LI adz FyR adAatt Ay Yzald 2F G2 Rbsedda RS
network equipment has been the mainstream approach to providing an increased range of network
functionalities, including developing different equipment to cater to the specific scale of target
deployments. The crucial drawback resides in the proprietdoyenaf these highly heterogeneous
devices, which brings about obvious provisioning and upgradipgnseissues, as well as major
management complexity in large scale rauindor networks.

More recently, the Network FunctioMsrtualisation(NFV) trend bimplementing network services
as (irtualised software running on commodity hardware has gotten a lot of traction. NFV is an
important part of a convergence solution for 5G networksSlPERFLUIDG0Oés beyond it by not
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limiting itself to exploiting RV in an otherwise ordinary components/interfaces architecture, but
tries to foster programmability as a main architectural feature of future 5G networks.

We believe NFV alone is insufficient to solve the convergence problems of 5G networks. NFV comes
with the mantra of running everything as software on commodity hardware, which has two key
implications: a) the hardware is homogeneous (x86) and b)-a#itwork processing can be
efficiently implemented in software and run on x86. Both these implicationstdwold in the real

world: custom ASICs are still the way to implement fast network processing, and heterogeneous
components such as TCAMs, FPGAs, GPUs can be added to x86 machines to dramatically increas
the performance of certain workloads; any santaiming for convergence should accommodate
heterogeneous hardware. Secondly, there are cases where some functions are much more
efficiently run in hardware (e.g., packet switching, or wireless protocol implementations with strict
packet timings); in suatases, the best option is to create an API that abstracts this complexity and
allows external control and innovation while still benefiting from the speed afforded by the
available hardware.

Summing up these considerations, our concept to accommodatelemedage this hardware
KSGSNRISySAiGe Aa I GRADGARS YR O2yljdzSNE | NOKA
from the usual 2/3/4G architectural approach based on monolithic network components/entities
and their interfaces, and promote an appr&d K g KSNBE O2YLRySyida | NB
LINEINF YYIFIGAO O2YLRaAlGAZY 2F StSYSyYy(dlFNB d&odzf
deployment should comprise the combination of:

1. Elementary radio, packet, and flow processing primitives and eventslly specified and
described independently of the specific underlying hardware, but implemented and
automatically selected/instantiated so as to match the underlying hardware facilities while
taking advantage of the relevant accelerators (e.g., GPER®AS) if/when available.

2. Platformagnostic noddevel and network S@Sf G LINPINF YadEé RSEAONAROG A
interact, communicate, and connect to each other so as to give rise to specific (macroscopic,
and formerly monolithic) node components, netk functions and services.

3. A computational and execution environment, supporting the execution (and deployment) of
4dzOK GLINPINI Ya¢d YR (GKS NBfSGFyld O22NRAYL
primitives.

With this, operators will formally describe a desired network service as a composition of platform
agnostic, abstract elementary processing blocks; vendors will be in charge of providing efficient
software implementations of such elementary blocks, pgsstdsting them to underlying hardware
accelerated facilities; and the (cloud based) infrastructure will provide the brokerage services to
match the design with the actual underlying hardware, to control and orchestrate the execution of
the elementary block comprising the designed service, and to permit dynamic and elastic
provisioning of supplementary dedicated computational, storage, and bandwidth resources to the
processing components loaded with peak traffic. In short, we believe that one of the Qraject
YI22N) O2yGNROdziA2ya gAff 0SS FLIWX&@Ay3ad GKAA | ND
that can unify heterogeneous equipment and processing into one dynamagatiiyised,
superfluid, network.
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2.1.2 A Realistic Open Programming Paradigm

We aim to dedicate a large part of our effort towards enabling software processing on
heterogeneous hardware platforms. To this extent, we will design and prototype selected building
blocks awirtualised softwarebased network processing tasks, which can beoruheterogeneous
commodity hardware anywhere in the network: in the deéatre, in edge networks including
mobile ones [MEC], in micro datantresat Pointsof-Presence [MICRODC] all the way out to
access points, customer premises equipment, or even end user devices. Such processing will need
to be instantiated otthe-fly and will be also available to third parties: entities who do not
necessarily wn the underlying infrastructure such as mobile application developers or businesses.

While the project will make its architecture, APIs and output as open as possible (several partners in
the consortium have an excellent track record of releasing maftwese packages as open
source), a pragmatic analysis shows that in reality we need to also accommodate the need for
vendors to keep certain parts of their platforms closed: device manufacturers have spent time and
money to develop their products interngliand ignoring this or their need to stay profitable would
doom a solution to noinelevance.

To address this issue and emerge with a viable and pragmatic approach, our programming
abstraction relies on the identification of a set of open reusable elememamitives and
processing tasks. These primitives can be openly available software run on commodity hardware,
but this is not compulsory. As long as proprietary building blocks perform processing that is well
defined by the API, they can be used to wrdagherlevel, more complex solutions.

Finding the right mix of elementary primitives (so that they can be reused in several different more
comprehensive network functions), which are sufficiently complex to permit vendors to
differentiate from competitrs, and sufficiently complete to permit operators to deploy desired
services, is certainly not trivial. To our support, we note that in trying to accomplish our goal we will
not start from scratch, but will be able to leverage, recent successful experigmdoth the
software defined community at large and in pioneering initiatives directly run by project partners in
the wireless access and the wired network core domains

Finally, although we target reuse of functionalities at all levels of the 5Gchigrarg., from radio
primitives in small cells and access poirB§)JPERFLUIDIYY LINJ OG A O € I LILINE |
differentiate radio and signal processing tasks in the dRAN from packet/flow processing
network tasks in the rest of the network. Furthiée project will target the convergence of control

and management primitives needed to ensure the interoperability and integration of multiple tasks
(e.q., triggering of peffow differentiated radio behaviour) in the same network component, as well

as gmilar programmatic composition and orchestration of elementary and reusable building blocks.

2.1.3 Security by design

Last but not leastSUPERFLUIDIWM pay great attention to security and robustness. Anecdotal
reports from network operators show that, in macases, admins do not really know exactly what
processing a deployed monolithic network appliance is performing, and are otneigjtant to

make any major changes to its configuration or even disable it, for fear of breaking their networks.
In other wads, network processing today is not only difficult to scale but it actually ossifies the
network structure. In future 5G converged networks, flexiblmeinvork processing that is
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instantiated on the fly has the potential to significantly disrupt netvegérations unless care is

taken to understand the effects changes will have before they are applied. This is very important for
GKS ySieg2N] 2LISNIiI2NEQ LINRPOS&aaAy3dax I yR ONXzOAL
where security concerns@paramount.

SUPERFLUIDH@i¥neers an approach where the processing blocks will be described in a way that is
amenable to automatic offline verification. Given such a-leighl description of processing, it is
possible to use a technique from compileatlexd symbolic execution to reason about the effects
network processing will have on traffic beyond simple packet reachability. We will contribute with a
tool that can be used to check converged 5G networks, together with theoretical models of
traditional building blocks that are proprietary (e.g. NATs, firewalls, DPI boxes). Additionally, we will
propose mechanisms to help derive and in some cases automatically infer the model from source
code given the public availability of such code.

2.1.4 Sample Use Casesabted by theSUPERFLUIDA¢hitecture

To give a brief flavour of the possibilitiesS&fPERFLUID| T¥re arethe few use cases that d¢ould
enable, as envisioned in the proposal

1 Minimum-Delay Cloud storage: Cloud storage has the potential for fatlalying people to
throw out all of the clumsy hard drives, memory cards and USB sticks cluttering homes and
travel bags. Unfortunately, the high data volumes and relatively low throughputs and high
delays to the core/dataentre mean that there is still aifference in the experience
between local and cloud storage; deploying cloud storage services at the network edges
would finally close this gap.

1 RAN As A Service: individual functions constituting a Cloud RAN would be readily deployed,
following a dynanailife cycle (creation, attachment to core network and antenna site / RRH,
hot upgrade,etc.) involving optinsed placement decisions about CPU, NIC, memory,
hardwareacceleration capabilities; Moreover, a RAN could be flexibly build and adapted to
the cortext using different types of schedulers, different physical layer blocks pointing to
various waveforms, etc.

1 Locaked services: Many services that require some sort of mixing server (e.g., video
conferencing, online gaming, to name a few) often end upgus distant one in terms of
delay. Instead, suchwartualisedserver could be deployed dhe-fly at the edge, drastically
reducing delays and improving user experience.

1 Pooling: Usespecific functions attached to various cells (and even baseband tatiropu
units [Werl13]) can be pooled in a same host so asaximisethe host load / mininge the
required number of hosts; intreluster live migration of functions would optsaisystem
KPIs (pooling gain, total radio capacity, energy efficietc),,and would comply with RRM
handover requirements (e.g. the current intra LTE handover < 50ms would be readily
attained by our technology);

1 Edge offloading: One of the drawbacks of mobile devices is their short battery life. Many
services (e.g., firewallingntivirus software, ad blockers) could be offloaded to the edge to
reduce battery consumption.
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1 Portable signal processing: platform independence would permit portability of signal
processing tasks between the edge cluster and thensatesite so as to mimise front-
hauling requirements anthaximiseradio capacity (as froftauling requirements increase
for larger radio bandwidth using carrier aggregation, more massive MIMO, more network
aLahXuoo

1 Onthe-fly Monitoring: The owner of the infrastructure cdweploy a monitoring service in
2NRSNJ 2 (N Ol dzal3S 2F AdGa GSylrydaqQ aSNDA
particular suspicious flow.

1 VirtualisedCDN operators: It is well known that the performance of CDNs improves the
closer thatcontent is from users. This, however, is an expensive proposition, and so restricts
all but the biggest players from the market. Instead, newcomers could deplol(sed
content caches at network edges, effectively renting out infrastructure andrgyawas
their business grows.

1 And many others: For instance, contaxtare services that take advantage of location
information, lowdelay services such as augmented reality (e.g., Google glass) or StRI, edge
based video analytics, and applicateaare rformanceoptimisatiors, as described ima
ETSI white paper on Mobielge Computing [MEC].

However,during its first year of workhe project elaborateh more comprehensive set of 23 use
cases, covering themes such as wireless access, mobile edggingrapd orthe-fly monitoring.

Each use case is described, along with its business and technical requirements in D2.1; the main
outputs ofD2.1are also reported in this document in sectif

2.1.5 Expected Benefits

As anticipated in the vision statemeSUJPERFLUIDEIMSs to achieve four key characteristics that
together will enable dynamic processing in 5G networks: (1) logatiependence, so that the
processing can be placed in a number of different places and networks along {tteegmatpath,

as deemed optimaby the beneficiary of that processing. (2) timdependence, whereby
processing can be deployed or moved near instantaneously, withoutsand noticing or traffic
being affected; (3) scale independence to achieve seamless scaling by decoupling sesticek

from their scaling, and (4) hardwaredependence, such that the processing can run efficiently
irrespective of the different kinds of underlying, possibly heterogeneous, both commodity and
proprietary hardware.

The resulting superfluid network & network where mulienant, virtualised softwarebased
network services cexist with proprietary network functions, allowing network operators and third
parties to quickly stitch together complex functionality that achieves high performance. Software
processing will run on common, shared heterogeneous commodity hardware infrastructure
deployed throughout the network. Operators will have the ability to instantiate such services on
the-fly, whenever needed (i.e., in milliseconds), and run potentiallysdvals of them on a single
inexpensive platform (thus supporting a large number of concurrent users), migrating them near
instantaneously (in milliseconds, allowing for transparent adaptation to changing requirements and
network conditions) and deployingeim across a wide range of hardware and locations, ranging
from base station and multell aggregation sites all the way to de¢atresin the core network.
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The advances in this project can influence and create new potential marketsissincinternet of
ThingsandBig Data computing and Entertainment (gaming, multimedia).

For instance, garticular market that could benefit from the advances in SUPERFLUIDITY is the
media industry that is increasingly moving to over the top (OTT) d&mery. In this case of OTT

video contentowners can stream video directly over the currieérnet infrastructure. According

to a recent report the current over the top video streaming market amoungdond 26 billion

USD in 2015, expected to nsadouble to 51.1 billion in 2020 [HOLLY]. Famous OTT delivery
includes companies like NETFLIX, but many operators and content owners are deploying OTT
delivery.Large scale OTT video on demand streaming systems, often demand massive and duplicate
storageof video content. The media industry typically encrypts its content for different, asets

uses different delivery protocols for different devices. [Boation independence paradigm offered

by the SUPERFLUIDITY platform enables video streaming futcctopesate closer to the users.

This can enable media operations on the edge such as Trans Muxing (protocol specific format
generation), Digital Rights Management (encryption of video content) and/or ad insertion.
Centralized execution of these highly gmalized functions increases required backend bandwidth

and storage. This inefficiency has made over the top video streaming (OTT) an unprofitable business
for many content owners and distributors (due to high CDN bill, network bandwidth and storage).
TheLocation independency introduced by the SUPERHANMUIBdhitecture enables optimization in
location of video processing operations (transcode, storage, DRM, personalizaainy l&o

hugely reduced cost®y executing functions on the edge of the netwarlore efficient caching

and reduced backhaul traffic can be achieved.

Further, SUPERFLUIDITY Orchestration and service Management and virtualization enables network
programmability. This creates opportunities for telecom operators to increase their sevmnu
providing virtualized network capacities to OTT services. Futtiertime independence (fast
instantiation of services) and scale independence enable much better provisioning and adaptation
of services that demand large amounts of bandwidth and ctatipnal resources. We expect that

the SUPERFLUIDITY architecture can improve revenue and efficiency in the media industry, for
content owner, distributor and telecom provider. Beyond,tbsers will benefit from increased
bandwidth, reduced latency arsib forth. In addition telecom operators can benefit by opening up
ltLQa G2 GKSANI ySGg2N] SylroftAy3d OKIFINAAYy3 F2NJ
fair share in OTT revenues than currently possible.

In addition, @ mentioned above, ey dfferentiator between 4G and 5G is the idea of convergence
of the whole network including the Cloud. Cloud solution providers can benefit from the converged
vision of 5G. Cloud incorporates a lot of the core concepts that are of interest,forch@ing
managing virtualised resources and varying workloads across emodeteous hardware
environment Other than the existing customer basehich will benefit from technology
improvements that enable better or more efficient use of resourttes,improvementghat will

allow greater convergence with the Telecommunications space will mean that there are more
potential customers and in particular the larger, enterpfesaised businesses.
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SUPERFLUIDI$YYne of the 19 projesbelonging to Phase 1 of the 5G Infrastructure Public Private
Partnership Ifttp://5g-ppp.eul), a 1.4 Billion Euro joint initiative between the European ICT sector
and the European Commission tdhiek the infrastructure and to create the next generation of
communication networks and servicBuchprojects are described ahttps://5g-ppp.eu/5agppp-
phasel-projects/ SUPERFLUIDIi$Yvorkingtogether with the other projects to reach the aims of
the 5G PPP. Important collaborative achievemehSUPERFLUIDIm¥lude i) contribution to the
white paper on 5G Architecture, already availablgtpé://Sg-ppp.eu/whitepapers), ii)
contributionto another paper on Software Networks, currently being wrijtti@nwork forachievng
commonly agreed KPIs (see Sect®o§); iv) demonstration okexemplary functionality through
testbeds (see Sectiom.2) presented in joint events, such as the 5G Global eyatys://50-
ppp.eu/2ndglobat5g-event)).

SUPERFLUIDI®Yalso linked to important international open source activities where several
SUPERFLUIDIpaftners are strong stakeholders: i) OpenStack, thddigofastesigrowing open

cloud platform and developer community, receives strong contributions from REDHAT and INTEL
(part of the platinum members and technical committee), NEC (part of the gold members) and
NOKIA and CITRp#ért of the corporate sponssy; ii) OpenDaylight, the open platform for network
programmability, receives strong contributions fraMiTELand REDHAT (part of the platinum
members) CITRIX andNEC (part of the gold member8)OKIA(part of the silver membersgnd
TELEFONICA (Dr. Pedréd\randa is a member of the User Advisory BpaildXen is a collaborative
projects of the Linux FoundatiofiNTEL and CITRIX are members of the XEN project and have
representdives in the XEN advisory board, ONAPP has attendddtés¢ XEN Hackathmoheld at

ARM iv) OPNFV, the new open source project focused on accelerating the evolution of Network
Functions Virtualisation (NFV) in terms obWirtualised Infrastructure Management (VIM) and
application programmable interfaces (APIs) receives strortghatgions and steering fromOKIA

INTEL, NEC and REDHAT (part of the current board of directors).

In the followingsubsectiorwe report the projects that are specifically relevanSidPERFLUIDITY
and thegeneraladvances with respect to the state of the as planned in the proposal. The actual
currentadvances obtaineth SUPERFLUIDIR ¥s first yea@are reported in Sectio.

2.3.1 Related Projects

In the past yews, a number of projects (EU and otherwise) have been carrying out work in the area
of softwarebased networking and cloud infrastructure managem&uPERFLUIDI3ivs to: (1)
identify a set of functional building blocks for 5G functiotualisation (2) define the most suitable
programming abstraction; (3) develop a hmgformance, secure andirtualised data plane
platform for providing 5G network functianrtualisation (4) design novel control tools to provide
transparent service migration to tkeelge cloud.

To the best of our knowledg@UPERFLUIDIi§Ythe only project that aims for convergence at all
levels: data and control plane convergence across heterogeneous commodity hardware and at
different places in the network: radio/access, aggrega#ind core. Most related projects target

the control plane, management frameworks or applications.
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The EU FP7 CHANGE project [CHANGE] was aimednabliag innovation in the Internet by
designing and implementing an incremental Internet architecturerad the concept of software
o0FaSR ySGg2N] LINRPOSaaAy3a LIXIFGF2N¥ad ¢KS ¢ NI
Internet by developing resources (e.g., computing, storage, energy) that can be easily and quickly
traded against each other in @adto optimse a set of different scenarios (e.g., offloading
computing to the cloud to save energy on a mobile device). Both CHANGE and T2 focused on
running the NFV data plane on commodity hardware and core netwSIKBERFLUIDIgdes

beyond their effots aiming to cater for radio/access, aggregation and core networks at the same
time, embracing heterogeneous hardware and allowing legacy hardware blocks to coexist with
software functions via a new functional decompositioprapch.

Work on Platforrasa-Service systems (e.g. projects Coherentpaas [CP] and Cumulonimbo [CN])
aims to identify common and coherent programming APIs forai&ated functionalities such as
transactions and data stores. Programming paradigms and APIs in laaS and NaaS aioaid syste
have been so far mainly devised to facilitate the development and administration of cloud
applications, and the integration of heterogeneous resources; among others, see for instance
MOSAIC [MOS] (negotiation and brokerage of cloud services), HARNRESinfidgration of
heterogeneous hardware and networking resources), CELAR [CELAR] (automatic scaling of
resources), CONTRAIL [CONTR] (federation and sharing of resources), and so on. While sharin
many of the goalsSUPERFLUIDIiBYcomplementary to thesefforts: our focus is on applying
delaysensitive processing to network traffic anywhere in the network, whereas the
abovementioned cloud programming frameworks have much longer response times (e.g. a single
map-reduce job runsdr seconds, at the vergdst).

Open source projects such as Ofgaok and Clousfack [OSTK,CSTK] (for orchestration), and Open
daylight and Open Dataplane [ODLT, ODPL] (for API definition and programmability of data planes)
are complementary to the objectives ®JPERFLUIDITY

The EU Mobile Cloud Networking (MCN) project [JAM2013] is aimed at the control plane and
management layers, and targets mobile deployments. MCN takes advantage of the OpenStack
cloud platform as foundation for the infrastructural resources delivered asviitilglisedend-to-

end MCN services. The MCN platform focuses on business, megdsly SLA management,
authentication, authosation, accounting, etc. EU-NIOVA [TNOVA] concentrates on the
management layer, proposing to develop a management/orchestrplatform for the automated
provision, configuration, monitoring araptimisationof Network Functionasa-Service (NFaaS)

over virtualised Network/IT infrastructures. The EU Unify project [CSA2013] also focuses on
management and control, targeting thevedopment of enablers and of a dynamic service creation
platform based upon a service creation language and an orchestrator.

The FLAVIA project [FLA] targeted wireless platforms, trying to abstract technologies such as 802.11
and 802.16 to provide open ggrammable interfaces at different abstraction levels. The FP7 ALIEN
project [ALIEN] aims to provide hardwdeeel forwarding platforms with an extensible interface
between software and hardware for n@penFlow hardware platforms through the development

of a Hardware Abstraction Layer (HAL). This abstraction mechanism aims to hide hardware
complexity as well as technology and versjeecific features from the OpenFlow control
framework. HAL targets platforms that perform L2 switching, circuit switch dgWeM, TDM),

and any device that can be programmed to performL4ddacket processing (NetFPGA). Further,
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ALIEN aims to build a network operating system (NOS) on top of these mechanisms. Its focus is on
control and management plane issues, as well a4L@.g., Openflow) packet processing.
SUPERFLUIDIdoncentrates on high performance network processing especially at higher layers,
as well as ensuring the safety of running tpedty provided processing, and will integrate with
existing management fraeworks (e.g., OpenStack, see Task 5.3) for control purposes.

The FP7 iJOIN project focuses ordemand RAN function decomposition leveraging the benefits

of virtualisationand software defined networking to enable a cloud bstation to cope with a
norrideal backhaul. iJOIN studies the RAN function placement considering the speed and
technology characteristics of the backhaul and performs a joint RAN and bamgtnaidationin
creating algorithms and mechanisms. These innovations may be considerednasitaior the
SUPERFLUIDBAr¥hitecture definition.

The CROWD project [CROWD] considers highly dense and heterogeneous wireless networks and
also relies on SDN as an effective solution for MAC layer reconfiguration, dynamic backhaul
reconfiguration, andconnectivity management. Obviously, these works that targBAN (e.g.,
SoftRAN [GUD13]), CROWD [CROWD] would also benefit operators in the deploynfRAtNof C
Dense Cooperative Wireless Cloud Network (DIWINE) [DIWINE] considers wireless communication
in dense relay/node scenarios where Wireless Network Coding messages are flooded via dense
massively aimteracting nodes in the setbntained cloud while the PHY-miterface between the
terminals (sources/destinations) and the cloud is simple and omifor

SUPERFLUIDITY Fdzy Ol A2yl RSO2YLIRaAdAz2y | NOKAGSOUIddz
great flexibility in creating new services and network functionalities regardless of the network
hardware, topology and scale. For instance, StYPERFLUIDIAXhitecture can support dense
networks as well as sparse networks; it can support services which aim at increasing the network
capacity, reducing the power consumption, providing different layers of security, etc. The
SUPERFLUIDIAatwork can, in fact, & used as amptimised infrastructure to run many of the

above proposals, e.g. the cloud computing frameworks.

2.3.2 Progress beyond the SoA

Ly (GKA& &aSOGA2Yy ¢S 2dzif AyS (GKS LINRP2SOGQ&a LINP
areas that we believe are more of importanceStdPERFLUIDITHis progress is the one expected

from the whole duration of the project. More detailed andreatiy F 2 NX I G A2y | 62 dzi
progress beyond the state of the antthe first year of wok | a ¢St f Fa GKS LIN
potential, can be found in deliverable D8.3 (Innovation and Exploitation Riaich reports the
advancementseachedas of today

Cloud NetworkingSUPERFLUIDMM aim to meet the stringent requirements imposed by future

5G networks by designing and implementing a superfluid, converged network architecture that is
location, hardware and timmdependent. The work will push the boundaries of what is currently
possible withvirtualised softwarebased packet processing A0Gb/s and higher, extremely fast
service instantiation and migration in milliseconds, massive numbers of concuvinteatised
services on a single platform, significant power reductiong, &tee goal is to bring the advantages

of cloud and softwar®ased networking to 5G networks so that services can be deployed whenever
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and wherever they are needed, and to leverage the availability of inexpenshiibe-siielf
hardware in the process.

Network Services Decomposition and ProgrammabilityPERFLUIDIWMI devise programming
abstractions specifically targeted to 5G functions. The APl design work will address three
programming levels: service, function, and processing levels, and will attempkimiseviability

by reusing existing standard (when applicable) or research community best practices. Work will on
one side target the definition of 5G specific actions and events, and on the other side will address
the specification of the constrieneeded to combine and orchestrate a desired execution of such
actions (conditioned on the arrival of events). Particularly promising and feluekidg is
SUPERFLUIDITY | LILINE | OK 2 Iasdd Zofrpdsiyioh \alBtradidn® (Guch as those
exploited in Click routers, in some software defined radio architectures, or emerging in the ETSI NFV
work on service chaining) with evaiiven programming paradigms such as basic match/action
based approaches or more powerful stateful abstractions based omdeddinite state machines.

RAN Cloud and Mobile Edge Computidgyond the current vision of a static RAN function fully
f20FGSR Ay 2yS & SEPERFLORFVIAL0 A § &EILIZ NI OBES I 0 Af A
replace eNB functions (such as scHieg) and to permit migration of such functions between edge
clouds and the antenna subsystem, so as to balance algorithmic complexity withafubnt
capacity SUPERFLUIDMY also transcend current Mobile Edge Computing vision wherdRAdh
functions(local caching, CDHBtc.) are envisaged to be 4ocated only at the eNB by enabling their
migration between the RRH and the edge cloudhaaimisetheir performance

Automated Security and CorrectneS8JPERFLUIDIWM provide a twepronged, complemeary
approach to security. First, it will go beyond the state of the art, providing -depteyment
checking system that will ensure thattualisednetwork services do not negatively affect the
network nor other tenants; unlike approaches in the literat the system will be both scalable and
stateful, able to model most types of services. Sec@URPERFLUIDIWMI implement a post
deployment system that will learn the behaviour of traffic and detect any anomalies, thus providing
a further security mdtanism in cases where the checking system does not have information about
the processing performed by a network function, or when static analysis is inaccurate.

3 Creating the Vision

2S5 0StASEYS GKFG GKS GAYS A& NA&SutidnXowdrds@hat S
we termed the superfluid network. A number of different trends have recently started to come
together to render such architecture an incrementally deployable possibility. First, hypbassdr
virtualisationtechnologies such agXor KVM provide the necessary isolation needed to be able to
share common infrastructure across different, possibly competing, tenamtaddition, ¢her
virtualizationtechnologies such as containerffer alternative solutions that may fit different
scenarios

Second, the availability of an increasing range of commodity hardware at affordable prices means
that network processing can be carried out with high performance on a number of different
heterogeneous hardware (e.g., GPUs, TCAMs, SSDs, RPgArdelatforms ranging from high
performance blade servers and stamdne x86 servers to smalze, lowenergy footprint
microservers (e.g., CubieTrucks, Raspberry PiBCfitetc.). The micservers open up the
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possibility of pushing software at@based network services to the very edge of access networks,
in places where energy consumption or space constraints might render the deployment of
traditional serversmpossible

Finally, the accelerating pace of deployment of such platforms not othg oore of the network,

but also at the edge, at network PoPs [MICRODC] or even next to base stations with different access
G§SOKy2t23AS4a wa9/ > {a!we¢es oNARyIa GKS 02y OSLI
network one step closer to reality.

One of the aims is to opeaup the proprietary and difficulib-innovate equipment and protocols

that are deployed in heterogeneous access networks by relyiSUBERFLUIDITY &G ol A O 6
concept to converge towards a common architecture and base gob(tP) just like the rest of the
network has done. While the RAN industry is yet to move towards open APIs, the success of
Openflow has created large waves, and their ripple effect is likely to spread in the near future.

Figure2 showsa conceptual view of thEUPERFLUIDBE® network At the top of the picture we
show a physical viewwith a set of SUPERFLUIDITY platforms (in red boxes) running on different
types of lardware (microservers, small racks, larger x86 deploymértisse platformare set up

at different points in the network: next to base stations and aggregation sites in access networks, at
micro datacentresat Pointof-PresencéPoPsites in aggregationetworks, and at fufledged data
centres in the core network. Each of these platforme nsulti-tenant and shared infrastructure,

and network processing can be instantiated by third partieshesfly, when and where it is
needed.
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Figure2: A conceptual view ¢iie SUPERFLUIDITY 5G network

An orchestrator (not shown in the picture for the sake of clarity) is in charge of providing an API to
platform users and of deploying the necessary network processing in a safe, high performance
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fashion. Endusers, application developers and any SUPEBHMNJIenantandecide the tradeoff
between lowdelay access near the edge (efind side of the figure) and high compute/storage
capacity near the core (righiand side).

At the bottom of the figurewe providea functional view based on decomposingqmessing into a

series of functional blocksvithin different heterogeneous environments. These functional blocks
OUKIG gAff 0S NBTSNNBR JREBfdr@detsdiledSefintionseetelontinizy O G A
section3.6.4and in 13.0 Yl & NI} y3S FNRBY OSNE o0lFaaold FyR a:
aggregated functions. As shown in the Figure, both hardware (black boxes) and software (red
boxes) functioa can be represented in the functional viéaese functional blocks are then used

by the operator and its customers to deploy more complex processing that relies on combinations
of existingblocks. It is possible for the operator to apply static chedkicigniques to understand

the impact & deploying certain processing.

To achieve this higlevel architecture and vision, SUPERFLUIDITY will organise its work around five
central pillars, presented here in a bottam form:

Pillar 1: Superfluid, Convergextiitecture Design

The work will be driven by real2 NI R NBIjdZA NBYSyia RSNAGSR FTNRY
but also from other EU operators, as well as from the definition of novel use cases such as the ones
listed in D2.1 The aim is to provide eonverged, uniform and superfluid network that allows
virtualised software and HBased network services to be deployeehasded and throughout the
endto-end path. For access networks in particular, the idea is to push IP and software processing
all the way to the edge, leaving base stations to provide basic heterogeneous connectivity and for
the rest of the network to operate in a converged;b#ed fashion,Deutsche Telekofha
Terastream architecture, for instance, is already starting to push He allay to the edge in order

to simplify management, reduce equipment costs, improve service deployment and remove ugly
traffic breakout kludges [TERA]. The Hagtel goal is to provide an architecture that is location,
time, and platform independent whilproviding high performance, easéuse, and security
mechanisms to prevent the deployed services from harming each other or the network as a whole.

Pillar 2: Platforrindependent Block and Function Abstractions

SUPERFLUIDIWN seek to decompose (1) teeogeneous hardware and system primitives into
block abstractions and (2) network services into basic functional abstractions. It will then implement
a provisioning framework that will match function abstractions to the available hardware/block
abstractims in order to automatically derive high performance and meet-used SLA
requirements, i.e., without forcing developers to have to understandldeoal system details.
Figure 3 depicts the process, where network processing is decomposed into functrantiains,

and these are then matched to the underlying hardware. For instance, a simple firewall could be
decomposed into functional abstractions to do rule matching, packet dropping or packet
forwarding. These functions would then be matched to the adailunderlying hardware, for
instance assigning the matching functtona GPU in order to paralleisnd thus speed up this
look-up.
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Figure3: SUPERFLUIDFuNction decomposition and matching process

Pillar 3: HiglPerformance Block Abstractions Implementation

This pillar consists of deriving block abstractions for each of the underlydwanarcomponents,

and to optimig their performance. For instance, an abstraction could be defined for a System

Chip (SoC),RIaONAXAOGAY 3 Ada loAfAGe (2 LISthpE2ANMthen n DO K
abstraction could wrap the capabilities of an SSD drivestionage but high access speeds. Yet
another one could alsact a GPU with high parall@ign potential but poomperformance when

using complex data structures (e.g., rad®es, commonly used in IP forwarding). Beyond the
abstractions, the work will involve an investigation and measurement study of the available
commodity hardwareyirtualisationschemes and pack&0O frameworks (Intel DPDK or netmap, to
YEYS | O2dzLX S0 d ¢KAAa LIATEINI gAff Ftaz 221 i
instance, processes and threads (which may not be congruent with the pipeline approach of packet
processing) andche typical user/kernel split (which may result in unnecessary overheads given that
the software already runs within an isolated virtual machine) may prove redundant.

Pillar 4: Superfluid Platform

This pillar will be in charge of putting together all of the work on abstractions into a single,
coherent,SUPERFLUID@Iatform able to rurvirtualisednetwork services for different tenants on
shared infrastructure. The platform will implement an APH&ploying services, and an algorithm

for deriving the best way to match the necessary services to the underlying block abstractions such
that SLAs can be met. Further, this pillar will look into optighthe number of network services

that can be conawently run, setting a target of as many as 10,000 virtual machines and/or
containers on a single, shared, mtdtnant server; such higtapacity on an inexpensive server
would make it easier to achieve the concept of running services anytime, anywhatly, Fhe

work will include the ability to almost instantaneously instantiate services (as low as a few
milliseconds is the target), as welltasnigrate them quickly enough that the process is transparent
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to endusers and their connections (e.g., imbteds of milliseconds or less). Clearly, some of these
figures will depend on the underlying hardware, but the goal is to make the network 1/O as efficient
as possible so that even lesgst hardware (e.g., micigervers running ARM processors) can act as
SUPERFLUID@Tatforms.

Pillar 5: Orchestration Framework

The last pillar is in charge of gluing the diffei@PERFLUIDAIatforms deployed throughd the

access, aggregation and core networks into a coherent architecture. First, it will provide an AP
through which users can request the deployment of network services along with SLAs to which the
platform(s) should conform; where possible, we will aim to integr&téPERFLUIDIYY
orchestration framework into existing management frameworks such asapknSecond, this

pillar will implement provisioning algorithms that will ensure that the required network processing

is deployed at platforms and places in the various networks such that the SLAs are met (and should
the network conditions change to miggathe processing in order to still comply).

Finally, in terms of security, the great flexibility derived from softWwased network processing
opens the door to introducing new problems and threats into networks. To address them,
SUPERFLUIDIWI take a two-pronged, complementary approach. First, for -geployment
security it will embrace static analysis to check network processing for safety before it is
instantiated. Static analysis tools have shown great promise in checking programs for faults;
SUPRFLUIDITYostulates that the same tools can be adapted to great effect for network
processing. Static checking will remove the need for firewalls and other sandboxes, greatly reducing
the overheads. For instance, pdbsough virtualisationwould be feadile to use for untrusted
GSylytas a t2y3 Fa 0KSANI LINPOS&aaAy3a Aa RSSYS
analysis, this pillar will implement patgployment security through anomaly detection algorithms

that will ensure the corredtinctioning of the network.

31t N2 8BDIO0G A DS a

The objectivesf the project as reported in the Description of Wark the following:

Objective 1 | Novel 5G data plane processing architectupesign a flexible, open and programma
pD RFGt LI I yS LINRPOS&daaAy3d | NOKAGSOI d:
convergence.

Objective 2 | Converged 5G platformDesign, implementation, and evaluation of a unified and
performance distributed cloud platform technology for radio and network func
support and migration.

Objective 3 | New Algorithms and functionsDesign, development and evaluation ofcaitnmic and
design improvements for radio processing tasks, flow procepsimgtives, and servic
optimisation.
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Objective 4 | Ultrafast and efficienvirtualisation¢ Design, implementation and evaluation of beyd
the state of the art quickly instantiable, low memory footprint, and high perform
virtualisationtechnology

Objective 5 | Hardware adaptation and abstractiandesign and development of technologies &
interfaces o exploit and integrate custoneid hardware.

Objective 6 | Control and provisioning framewotkExtensions of existing and widespread framew
F2NJ LX FGF2N¥Qa YIylk3IsSySyids O2yiaNRf s |

Objective 7 | Security framework Taking into account security aspects to be integrated in the plat

Objective 8 | Contribution tostandardiation ¢ FeedSUPERFLUIDFESuUIts into the relevant standarg
bodies and communities working on-féeto standard tools

32 {OASYGATAO YR ¢SOKy2t23A0Ff +AaA2Y

The explosive growth in mobile data trafic2 AaSGKSNJ gAGK GKS LINBf ATSN
devicessuch as smaphone personal fithess trackers ets.forcing service provide to transform

their networks fromone which istaticand is inflexible and sased on monolithic fixed appliances

to one which is dynamidlexibleand fluid in nature. At the centre of this network transformation is
pervasive deployment of NFV and SDN technologies. While NFV is being adopted and rolled out by
many service providdgsday,its role in the context of G will be vastly expanded and will become a
foundational technology.

The characteristics &G networkswill be significantly different to the current 3/4G networks. 5G is
expectedto provide an exponential increase in network capacisiegport a much wier variety of
use cases, improved operational characteristics suchower latencyand jitter, ubiquitous
connectivitythrough increase connection densit&s well and increase reliability and resiliefe.
networks will behighly virtualised anduppat high levels of flexibility through software driven
programmable network environment. 5G netwovkfi fully embrace open technologi@ésoth open
source and derivative commercial offerinfiem a diverse ecosystem built using open standards.
This newecosystem wilpbrovide support forincreasedand more rapidinnovation new value
creation and will allow the development of new business models and revenue opportunities.

The advent of 5G will herald a new connectivity paradigm. The emergencesofidiphone has
significanly changed the way iwhich we use our phone moving awaym the consumption and
ASYSNYGA2y 2F @2A0S GNIXYFFAO G2 RIEGF® LYy /A&a0
Traffic Forecast Update, 20dZ20 White Paper is predicted that mobile data traffic is expected

to grow from 2.5Exabytes of traffic per month to more than 23&4abytes per month by 2019.

Mobile users are increasingsing applications that hav@ghbandwidth requirementse.g. on

demand video streamg, thus generatingncreasing levels afata trafficover the network In the
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5G paradigm everything will be connected, mobility is pervasive, usage and connectivity varying
significantlyby location andtime. 5G is set taealise a vision of a hyper awtted world in which

the network is highly heterogeneous with convergence across multiple access technologies (wired
and wireless) across a significantly expanded range of licenembBrehsedspectrums making the
access network much more adaptable teeucontexts and needs. The access networks will be
much more spectrally efficient allowing them to support much higher densities of device
connections, higher data rates and with more predictable characteristics such as latency, jitter etc.

5G will drivethe proliferation of the 10T devices. Cisco have predicted that there be 50 billion by
2020. This means there will be almost 7 10T devices for every human on the planet. 5G will need to
have appropriate scalability which need be achieved through techeslegch as virtualisation to
enable scaling in orders of magnitude and with minimal cost implications. 5G will have to deliver
low latency which will an order of magnitude lower than in 4G networks. In some specialist 5G uses
cases such as tactical feedkdor robotic surgery a latency of 1ms is required. Due to range and
scale of expected use cases in 5G, control becomes a significant challenge and requifes a muc
larger control plane.

To meet the diversity of anticipated use cdses/ices heterogeneousaccess mechanisnand

quality of service requirementsill require the ability to provide network slices enabled through
SDN capabilities in ordeo ensure required capacity, throughput, security, latency etc. This
requires a significant movement awayorfr proprietary, vertical integrated and specialised
hardware to open platforms that offer significantly more flexibility, support from programmability
with a high level of automation and autonomy. The foundational adoption of NFV and SDN is
fundamental torealising these capabilities. An important differentiabdrthese technologies is

their utilisation of an open source approach. The approach leverage significant investment from
industry players such as Cisco, iRadInteletc., solution providetsand @mmunity developerso

provide a unified approach to implementation. Projects such as OpenStack, OpenDaylight, OPNFV,
OpenFlow, Open vSwitch, DPDK etc. wilhbtrumenal in providing the technology building blocks

for 5G. Thessoftwarebased building lbcks will enable seice providers to better monetstheir
network assets.

The advent of Cloud RAN will be another key architectural change for 5G. The approach allows
aggregated traffic from radios to be processed by virtualised applications runrstandard high

volume serversFunctions which have flexible timing constraints such as mobility, subscriber
management etc. are suitable for centralisation and virtualisation iRANCenvironment.

The adoption of open and nepropriety technologies in 5@®ill afford new opportunities for many
companies. For exampleetwork infrastructures can be realised on standard X86 high volume
services which offer various capabilities to support virtualised environments. For exaneplis
providing its Intel Ope Networking Platform (ONP) as a reference architecture that combines
leading open source technologies and Intel technologies sucQuaskAssist Acceleration as
building blocks that can be used twz ecosystem to create optineid solutions for SDN and WF
workloads to meet the needs of 5G
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The market vision for 5G is a technology ecosystem that is built around open standards, open
source technologies and standard high volume hardware platforms. Thes toveards a more

open and standardsased environment will encourage new entrants into market both from the
infrastructure technologies and service provisioning perspectivieseased diversity in the
ecosystendrives increased and more rapid innovation, new value credtypneducing barrierso

entry and adoptiopand willenablethe realisationof new business mode#sd use cases.

The initial target market for 5G is likely to be fixed wireless broadband. Verizon and AT&T have
indicated they are targeting initial commercial deployments en2017 timeframe. KT Corp who

are the telecom sponsor of the 2018 Winter Olympics located at Pyeong Chang in South Korea have
plans to demonstrate 5G technologies supporting broadcasting and data services. This is expected
to act as a catalyst for the lacimof 5G service by Korean operators by 2020 provided the standards
are in place by then. In a similar timeframe NTT DoCoMo planroh5G services in time for the

2020 OlympicfJAN15]

From a standardisation perspectithe 3GPP started the standasdtion process in September
2015. ltisexpected that the Release 15 should be available in the 2018 timeframe. The Release 15
work items should form the basis for the first phase of 5G in the 2020 timeframe.

34 {20ASGf xAaArzy

5G is envisioned to deliver and to end ecosystem that supports a diverse range of users and use
cases enabiga fully mobile and connected societjhe vision of 5G is suppaa a diverse range

of use cases which affect the daily lives of most citizens. These include smartgntisitibties

FYR O0SGGSNI 61 GSNI ljdz f A Y2yAG2NAY3a YR R2Y2i0
lives. In transport domain we will have smart mobility with autonomous cars and intelligent traffic
management. From a personal perspective smararables will enable people to live fitter and
healthier lives. fBealthcare will also improve people health outcomes and improve the
democratisation of healthcare by giving people access to healthcare specialisations such as remote
surgery, specialistoonsultations etc. which are independent of location.

35 w2l RYI LJ

CKS FT2tf2¢gAy3 FTAIAdINE aK2 g 4a -bypHeptheldBre&SsHt©ab@ited N2 | R
so farand official project milestones

The resultseportedin the figureare the following:

1. August 2015¢ Management structures and technical infrastructure needed to run the
project fully operational

September 201§ First definition of technical and business requirements

December 2015 Definition of the Communication and Dissemination Plan

Jawary 2016 First draft ofSUPERFLUIDI¥af chitecture

March 2016 Final definition of use cases, technical and business requirements

arwpd
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6. May 2016 - Functional analysis and decomposition of functions; hardware selection,
modelling and profiling; Functiori@ation algorithms; Initial design for control framework
7. June 2016- Decomposition of existing monolithic network functionality into reusable

components
1 2 3 4 5 6 7

[1]2]s]4]5]6]7]8]9]10]41]12]18]14]15]16[17]18]19]20]21]22]23]24]25]26[27]28]29]30]
b

E] Results
Milestones

The official project milestones are reported e following table.

Figured: Project oadmap

Tablel: Milestones

Milesto | Milestone name (and short description) Related | Estimated| Means of
ne WP(s) | date verification
number

1 Project fully operational. Management 1,2,8 | Month3 | D1.1,
structures and procedures, includistandard Project
formats and forms for project documentatic technologic
ready. Composition of boards and teams f al platform
defined. Technological infrastructure office fully
support cooperative work fully operation operational
(web server, document server, version con (verified by
system for sources files, itiag lists, all
management & report tools, etc.). First vers partners),
of the use cases. Planning of Communicat 12.1,18.1
Dissemination, t&ndardistion and
Exploitation activities.

2 Intermediate Requirements and Functiol 1,2,3 Month 6 | D8.1, 12.1
Analysis. WP2  producing intermediat 2.2
Technical and Business Requirements
Functional Analysis and Decomposition for
Reuse&Sharing of Resources.

Early results on System archite@tu
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End of phase.IFirst project review; first editio| All Month 12| D1.2 D1.3
of the Project vision and roadmap; first ann D1.4, D1.2
review report; final results from WP2. Sta 4.1, 15.1,
system architecture; intermediate results frg 5.2, 16.1,
3 core WP 4, 5 and 6; firsteport on 6.2, 16.3,
communication, dissemination and op D8.2, D8.3
souce contributions and standardison and and  first
innovation and exploitation. project
review
4 System architectureomplete 3 Month 16 | D3.1
5 Public documentation of major proje All Month 20 | D8.4, D8.5

accomplishments; in  2¢  report on
communication, dissemination and op
source contributions andtandardisationand
innovation and exploitation

6 End of phase 2 armbmpletion of core technicg 1,4,5,6, | Month 24 | D1.2 D1.3
WPs (4,5,6) Second project review: secol 7,8 D1.4, D4.1
edition of the Project vision and roadma D4.2, D4.3
second annual review report; Platfor D5.1, D5.2
components complete, initial  platforr D5.3, D6.1
available and demoed; Communication & 17.3; 2nd
Dissemination reachingider audience. project

review

7 System integrated Platform integration an¢ 1,7,8 Month 28 | Trial
prototype available. platform

integrated
and
running
(D7.2)

8 End ofphase 3 and of the projecthird project 1,7,8 Month 30 | D7.3, D8.6
review: third edition of theProject vision an D8.7, D8.§
roadmap third annual review report; fing and final
release of platform and use case code; th project
report on dissemination and open sour review

contributions andtandardisation

36 aSiNROa k YtLa

In this section we report the key performance indicators defined by the 5G Infrastructure PPP; we
also detail first what is thenvisagedontribution of SUPERFLUIDESYeach KPI (see third column)

and then we give more details @®PERFLUIDIXY O2 Yy i NAR o dziA2y (2 F2dzNJ Y
be the most relevant for our projecthe first three are those labelled as P1, S3, B3 in the following
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table; the fourth oneA & fODYR I §SyoOe 2F ¢ MY&aé> [yR Aad Y
table below, defined in 2013, but it was added afterwards to those of interest to 5GPPP (see
https://59-ppp.eu/kpis).

3.6.1 Performance KPI
Tabk 2: Performance KPI

KPI Relevance| Details on planned project contributic
(High/Mediu | towards achieving the KPI
m/ Low /
N.A.)

P1 | Providing 1000 time| High Solutions to lower deployment ar
higher  wireless are maintenance costs (e.g. BBU aggregatior
capacity and more varie the edge) through the use of standard hi
service capabilitie volume servers.

compared to 2010. Increasd service diversity will be achieved

means ofthe slicing concept that will allo
diverse services to coexist on the sa
infrastructure and allocate resources {
different tenants At the same time, our RF
concept and service definition tools provals
means to compose new services based
virtual network functions (VNFs) that ga
beyond what can currently be achieved bay
on available standards.

P2 | Reducing the averag High Automatic verifiation of service deployment
service creation timg before instantiation via static analysis
cycle from 90 hours to 9 reduce the need for manual checks. Symb
minutes. execution is a key enabler for this.

Adoption of lightweight virtualisation
approaches such as unikernels or contail
based approaches tasignificantly reducg
service instantiation times

Simplicity in network function deployme
thanks to platform agnosti
configuration/programming interfaces

P3 | Facilitating very dens Medium | Cloud RAN concept particularly effective
deployments of wireles dense environments

communication links tc
connect over 7 trillion
wireless devices servir
over 7 billion people.

Synchroniation and collaboration betwee
cells: CloulRAN HW selection an
acceleration tackle this issue with
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centralied BBU.

Work on mobility at layer 4, based
Multipath TCP, to allow seamless handoy

across a range of communicati
technologies. Connect to multip
technologies at once, favouring sl

handover while connected via many lin
rather thanfast handover of single link, a
done today

P4 | Creating a secure, reliab Medium | Almost instantaneous service instantiation.
6}”;' ,9erfe”dl_6‘b'e ’Initerger Use of symbolic execution to ensy
g ut' ¢ ol robustness of the network to check
owntime —1or - ServICe; configurations and services before they
provision. applied, and to ensure security by desi
without sandboxing.
3.6.2 Societal KPIs
Table3: Societal KPI
KPI Relevance| Details on planned projectcontribution
(High /| towards achieving the KPI
Medium /
Low / N.A.)
S1 | Enabling advanced Us| N.A.
controlled privacy;
S2 | Reduction of energ) Medium | Reducing the Energy consumption in N

consumption per servic
up to 90% (as compare
to 2010);

data centres by improving infrastructure
utilisation  through  more intelligen
placement of workloads and continuo
optimisation of placement decisions.

Fast Service migration and shift or proces;
from one hardware to the other enable
energy efficient schedulingufd having mos|
of the platform in low energy consumptic
mode).

Use of offloading to dedicated and mg
energy efficient hardware. For examp
offloading OVS functionalities to NICs redu
the CPU utilization dramatically, and thus
energy consumpain.

SUPERFLUIDD#.D1.2:ProjectVision and Roadmap, v1

Page33o0f 71



* *
* 4 ¥

* xk

More in general, cloud networking helps
adapt resources allocation, increas
efficiency by matching the worklog
characterisation to optimised allocation
resources through resource aware intelligg
orchestration.

S3

European availability of
competitive industria
offer for 5G systems an
technologies;

High

Consortium partners aiming at strategica
placing themselves as a driving force in
area of converged 5G service and netw
architectures by becoming early adopters
{1t 9wC|[ssystbnL ¢ , Q

Interface definition and contribution t
standards

Working withthe OpenStack community t
improve its functionalites as an N
infrastructure manager and bridging the gé
with the ETSI NFV requirements.

Contributions to industry initiativesuch as
OPNFV to accelerate the adoption &
deployment of open platform solutions
drive the adoption of NFV.

Creation of high fidelity prototypes 1
demonstrate feasibility of the approac
developed by SUPERFLUIDITY

S4

Stimulation  of
economicallyviable
services of high societ
value like LHDTV anc
M2M applications;

new

Medium

Edge cloud concept facilitates dekgnsitive
services and crowthrgeted video service
(e.g. multicamera video streaming apps
events)

Easing the development of M2M markets
virtualisedinfrastructure

S5

Establishment an
availability of 5G skil
development curricula (i
partnership with the EIT)

N.A.
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3.6.3 Businesselated KPIs
Tabled: Businesselated KPlIs

KPI Relevance| Details on planned project contributic
(High /| towards achieving the KPI
Medium /
Low / N.A))
Bl | Leverage effect of E| Medium | Exploitation of SUPERFLUIDIT&sults and
research and innovatio prototypes by industrial partners into intern
funding in terms ol R&D programs

private investment ir
R&D for 5G systems

the order of 5 to 1(Q Contribution to the open source community
times;

B2 | Target SME participatig Medium |. dzZR3 S Fft20FGSR
under this initiative corresponding to 15,28% of the total pul
commensurate with ar funding

allocation of 20% of th
total public funding;

B3 | Reach a global mark( High Use of SUPERFLUIDITYollateral with
share for 5G equipment customers to demonstrate feasibility of §
services delivered b use cases and solution paths to major
European headquartere technical challenges.

ICT companies at, (
above, the reported 201
level of 43% (globa
market share in
communication
infrastructure.

Investments by industrial partners.

3.6.4 Contribution to higkrelevance KPIs

In this sectong S 3IABS Y2NB RSOFIAfa 2y {!t9wC[!L5L¢,
believedto be most relevant for our project:

KPI P1: Providing 1000 times higher wireless area capacity and more vaiiez cgabilities
compared to 2010.

The current set of services that is achievable with Network Function Virtualisation (NFV) is limited
by the composition mechanisms offered to construct VNF forwarding graphsFQA)F
SUPERFLUIDI$developing th&usableFunctionalBlock (RFB) conceps well as defining means

to define service graphs recursivsly asto compose services based on virtual network functions
(VNFs) that goes beyond what can currently be achieved based on available standiF8sis a

SUPERFLUIDD#.D1.2:ProjectVision and Roadmap, v1 Page350f 71



*» *
* 4 ¥

* xk

logical entity that performs a set of functionality and has a set of logical input/output ports. In
general, a RFB can hold state information, so that the processing of information coming in its logical
ports can depend on such state information. RFB&earomposed in graphs to provide services or

to form other RFBs (therefore a Reusable Functional Block can be composed of other RFBs). RFB:
need to be charactes®d and described in a formal manner. Additionally, we need platform
agnostic noddevel and nevork-f S@Sf G LINBINI Yaé RSAONAOGAY3I K2¢
and connect to each other so as to give rise to specific (macroscopic, and formerly monolithic) node
components, network functions and services. A language that supports the desaipdidhe
interaction of RFBs is referred to B&B Description and Composition Langu&i2C). The
heterogeneous computational and execution environments, supporting the execution (and
deployment) of the RDCL scripts and the relevant coordination of the
signal/radio/packet/flow/network processing primitives are referred to REB Execution
Environments(REE The RFB decomposition concept is applied to different heterogeneous
environments. An RFB may be analogous to a traditional VNF or VNFC, implementadyas
fledged VM running on a hypervisor or in an OS container. An RFB can correspond to a small
footprint Unikernel VM running in a speaati hypervisor. In the latter case, the execution
environment is the hypervisor specati in supporting lighteight VMs. RFBs can also be modules

or components of special purpose execution environments, like extended finite state machines
based on OpenFlow for packet processiB$Al4, software routers Koh0Q, or radio signal
processing chain8AN12 (for more details on the RFB concepe alsoSectiord.1and 13.).

In the following we reporgpecificcontributionsto this KPfrom partners.

Tekfonica is pushing the RFB concept in the IRTF NFVRG as an initial sanity check, to be later
integrated into the ETSI NFV work. Telefonica believes that it will allow to define and implement
novel services based on previously defined and tested servieesagile way, very much lime

with current DevOps approaches.

BT believes that in the nextyears the worlds of cloud computing and virtualised network
functions are coming together into a completely new model for telecommunications combining
cloud ®rvices, network function virtualisation, and software defined networks. Entire enterprises
will be able to run on virtualised servers, virtualised network functions, and virtualised network
control services. The BT Vision is described by Howard WatsddEGuof BT Technology, Service

& Operations, ahttps://player.vimeo.com/video/16634111(starts at 14 minutes). As part of this
convergence, NFV has a critical r8€.haslready launched our it commercial service that uses

NFV (Cloud Connect Intelligence), with more in the pipeline. The fast and flexible deployment and
modification of services is what is most attractive about NFV, including the promised DevOps
approachg as this simplifies anautomates the process from design of the new network service to

its deploymentBT ideeding the results into our internal OSS/BSS developments.

NEC has worked on virtualisation execution environment minimalisation as reported as part of 15.2
(see also Sectiod.l). By reducing the size of VMs to the minimal set of resources, it is then
possible to have more workloads running on a ndee: this NEC has evaluated mapping
workloads to containers and minimal Linux execution environments called TinyX. This work has also
looked at profiling of the workload startup tiraed then reducing the elements that take most of

the time. In Xen this saled to improvements in the control stack tools to reduce the startup time

of the workloads.
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NOKIA IL is working on optimizing the cloud utilization through optimizing and automating the
infrastructure configurations, improving the placement algorithmsetaon rigorous hardware
benchmarking, and task offloading to dedicated hardware (e.g., OVS offload to NICs). To allow those
optimization, NOKIA IL raty and extend OpenStack services and in particular Mistral work flow
engine. Here, Mystral is a key qmunent that facilitates the applications deployment and life cycle
management. For example, orchestrating application scaling to obtain adequate application
performance or alternatively better resource utilization.

OnApphas been working on hypervisevd improvements and virtualisation optimisations to
allow its MicroVisor platform to handle the scale of network functions expected for 5G.
Fundamental to performance in a distributed platform, which is likely the way that hardware
architectures will go, deast in the core network, is improving the network latency and throughput
between guests. The network latency between guests on the same physical node anthadiss to
that are hosted on different physical machines is very important for the overadirparice of
network functions and for service function chaining of RFBs that is envisé&®)dBBHRFLUIDITS

this effect OnApp have been working on improving the network performance f40GBE
network interfaces and reducing the overhead in the vigasibn layers.

Nokia BelLabs France has been working on Cloud RAN to address capacity and coverage issues,
while supporting mobile xHaul (Fronthaul and Backhaul) solutions as well as network self
optimisation and seladaptation with software control anchanagement through SDN and NFV.
Centralsing the processing in the Edge Cloud, one of the main feature in-RRNdopen the door

to implement a very powerful optisation technique like the coordinated multipoint (COMP),
Interference Cancellation schemanmproving the throughput of the systemThe testbed #1
(described in Sectiod.l) hosted by Nokia FR supports a first Proof of concept of Cloud RAN
demonstratingthe fronthaul network and the deployment of the different RFBs composing the
Core and the RAN. These RFBs are executed using containers technology. On the testbed, we testec
the flexibility in the service deployment in the sense that each container ceuli@dioyed in a

virtual machine or on bare metals it is the case in the compute Node 2 of Testbedottdwing

the service requirement.

EBlink will contribute towasda wireless Fronthaul architecture to ease network deployment with
more flexibility while increasing network capacity in dense area by developing pWaW#ven
wireless fronthaul to support CRAN network. EBIlink will work with Nokia to make more efficient
some techniques such as UL CoMP, ICIC, CSPC, CA etc. by enabling BBU podiatigivitali
reduce X2 delay and enable Gbhps wireless links with a very small footprint and few impact on the
environment. The project will bring a new technological steprimg of spectral efficiency. Thanks

to the use of the high capacity and high spectral efficiency wireless Fronthaul link combined with
different baseband functional split options, it will be possible to overcome the last distance gap
where opticalfibre connection is not always available and where the cost of installing it would be
too high andthe administrative procesa lengthy one By developing a new flexible fronthaul
interface (XHAUL) that can support both CPRI and pbhaketl protocol (NGFRhe available
resource can be used more efficiently and ensure a smooth transition from legacy network to 5G
network. For a deployment based on distributed base stations architecture/BiSNdlaying down
optical fibre (Gbps links) from the network access palfi the way up to the RRHs is often a
challenge and consequently imposes significant limitations to bring capacity in dense areas. The
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wireless fronthaul will contribute to build local cloud RAN with high capacity casutraibcessing

and lowcost distibuted RHHs. Mobile operators can easily and-effsttively install smaRRH for

indoor coverage (iDAS) for outdoor coverage and capacity in dense urban areas that are hooked to
baseband and backhaul resources. In summary it can be said that thesBBliok will facilitate

very dense deployments of wireless communication links via the local cloud RAN and at the same
time will help to reduce network latency and cost since Local Cloud RAN will facilitate MEC at the
edge of the mobile network, withirhé Radio Access Network (RAN) and in close proximity to
mobile subscribers.

Unified Streaming will unleash the power of the SUPERFLUIDITY architecture to tailor it towards the
needs of its clients in the Over the Top Video Streaming Industry. In doimgwhii®xploitsits

expertise in protocols and media standards such as those defined in MPEG and MPEG DASH
industry Forum of which it isoth a contributor and membein particular it will provide its core
multimedia functions such as trans multiplex{ggrving both Apple and Samsung devices), Digital
Rights Management (content protections), and personalization (ad insertion) at the edge of the
network in virtualized superfluid compute instances. This is expected to highly increase the
efficiency of ove the top video streaming in access networienefiting from Radio Network
information services. The SUPERFLUIDITY project provides a use case to dethamnsisatg the

Unified Streaming products Remix, Origin in the edge will help achieve thikirget

KPI S3: European availability of a competitive industrial offer for 5G systems and technologies

The SUPERFLUIDIGohsortium includes key actors at different standards defining organisations
(SDOs) (i.e. ETSI NFV ISG, ETSI MEC ISG) and ingia@®&dl) that are cently shaping the 5G
network.

BT isone of the companies that created the original work at ETSI and created the concept of
network virtualisation, and we continue to play a leading role. Wheré&SYRERFLUIDIEguUlts

have implicatins for standardB Twill discuss this within the project, as a form of socialisation, and
then help bring the results to the relevant standards bodies and support their progress. BT believes
that standardisation is key in the telecoms field, and ceytanthe NFV space, in order to ensure
interoperability and allow us to source components from different / multiple vendors.

Telefénica andT have leadership roles at ETSI NFV; IBGis Rapporteur for the Entb-end
Processes Work ltem and aykey 2t S Ay GKS L{DQa&d AYAGAIFIGAGS
Models of many SDOs and industry grolips&ddition,BT ignvolved in other bodies such as: Next
Generation Mobile Networks Alliance, which is a service provider alliance that puts in joint
requirements into SDOs; OSM (Open Source MAldNding member, vice chair, and chair of the

End User Advisory Group); aindK S ¢ a CQa Yh hteuchLOK:Re&t&tion] OperaidnsRNnd
Management).

Telefonica is chairing the TSC of the ETSI NFWitBGegards to OSM, Telefénica is chairing the
board.In addition, Telefonica is a member of the User Advisory Board oD@yleght.Currently

there are a large number of open source projects relevant to NFV, some of which are competitors
at the moment we believe this is reasonable, as it is encouraging innovation and filling gaps in
proprietary implementations.
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CloudBand ofNOKIA IL is developing an NFV platform composed of Infrastructure Software,
Application Management, and Cloud Network Director. Enhancing CloudBand platform with
SUPERFLUIDIdoNcepts and particularly with support for RFBs is part of CloudBand path to 5G
Extending Cloudband management and orchestration products to the MEC domain is yet another
goal in CloudBand roadmap. This will allow CloudBand to bring a leading NFV platform ready for 5G
application demand. In addition to Cloudband product goals, NIDKH$Aan active contributor to
OpenStack, leveraging it as a leading virtual infrastructure manager for NFV deployments, by that
fostering the whole NFV industry. In OpenStack we are working with the community to bridge the
gaps between OpenStack and &SI NFV community. For example, we contributed to Heat to
allow better support for NFV deployment. Furthermore, CloudBand initiated a new OpenStack
project, named Vitrage, which was recently approved under the OpenStack tent, developing a
platform for moritoring correlation and more specifically, root cause analysis. Vitrage is expected to
provides triggers and inputs for fast scale and migration operation that are facilitated by the
SUPERFLUIDIdrhitecture. In addition to OpenStack, and OPNFV, NOKIgb leperates within
TOSCA to define the VNF and NS descriptors.

ONAPP is an SME that provides an laaS solution to 3,000+ customers. As the leading public clouc
provider in terms of number of licensed customers (1 in 3), ONAPP offers the possibifipswigex

new 5G services and solutions to a large customer base. Particularly relevant from SUPERFLUIDIT
are the innovations into managing large numbers of small, virtualised work environments that can
be tied together to form high performance servicesnBeible to provide fluid resources across the
datacentre and cloud access points through its ONAPP Cloud and ONAPP CDN platforms are the
core business areas of ONAPP and as such any improvements in this space, as proposed by
SUPERFLUIDITY will be advagtazd F2NJ hb! tt Qa Odza i 2-&NBNAPR R
has an exploitation plan that has been detailed, but aside from those specific exploitation activities,
ONAPP will benefit from providing the latest 5G systems and technologies as a marketitbade
O2y Ay dzSR Ayy20F A2y ® alye 2F hb!ttQa Odzadz2"
European datecentresand so will benefit from the technologies that are being promoted by
SUPERFLUIDITY.

Unified Streaming is an SME software company that mevldTT (over the top) streaming
software to over 200+ customers including large companies in the media industry such as BBC
iplayer, RTL, etc. Beyond that, its software is also used outside of Europe such as HBO (USA) an
Foxtel (Australia), Globo.com (&a$ia). The Unified Origin is a flagship product that provides DRM,
Late Trangnuxing, Streaming manifest generation that is particularly well suited towards offering

in a 5G environment. Unified streaming will be an exemplary super user of the SUPERFLUID
deploying its software in edge cloud, virtualized environment, as a key offering an exemplary 5G
environment that will bear many dfi¢ concepts from SUPERFLUIDITY.

KPI B3: Reach a global market share for 5G equipment & services delivered by European
headquartered ICT companies at, or above, the reported 2011 level of 43% global market share in
communication infrastructure.
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The SUPERFLUID® consortium includes industrial partners that make use of the collateral with
their customers to demonstrate thedsibility of 5G use cases and solution paths to major technical
challenges.

NOKIA is a one of the leading telecom vendor with expected huge impact on the 5G market.
CloudBand products, developed by NOKIA IL, are in the heart of NOKIA portfolio, vehar&rdll! Q a
VNFs are designed and optimize to work wttPERFLUIDIdoncepts are well within CloudBand

LI 6K G2 pDX FyR la adzOK gAfft KIFE@S AYLI OG 2y |

ONAPPas an SMHs fully adopting the approaches recommende@&WPERFLUIDKBY its next
generation Cloud platforms. Work at the Emerging Technology Department has been focused on
getting an optimal platform for RFBs and Virtual Network Functions. At the time of writing, the work
is still at an early stage for being production ready bug fully envisaged that OnApp will be
offering some products by the end of tB&)PERFLUIDAMgject that offer RFB / VNF support.

Unified Streaming as an SME will adopt the approaches recommended in SUPERFLUIDITY fo
deploying its much used streamingta@re for its clients. In doing so it hopes to unleash the 5G
enabled video streaming components that will run at the edge network near the RAN. Further, the
scalability offered by cloud computing and virtualized network instances will benefit video
streaming in virtualized infrastructure, which Unified Streaming expects to be a key paradigm for
the future of video streaming. Unified Streaming hopes to be a key player in delivering this 5G
service, working with its clients worldwide.

To increase the globalarket share, Telcaria plans to reduce costs by combining SDN and NFV into
their products and services for softwdrased telecom operators and ICT solutions integration at
request, and therefore increasing added value by service differentiation. Ohe wfain areas in

which Telcaria foresees exploitation potential of SUPERFLUIDITY is the advances in technologies fo
integrating heterogeneous wireless networks (up to RAN level) and in architectures to optimise the
reuse of functionality across heterogems access technologies for 5G.

KPIEndto-End latency of < 1ms

Considering that the laws of physics cannot be overtaken, the only way to continue reducing
latency to magnitudes on the 1ms order (e¢neknd) is getting the services closer to the esdrs.

Recently, ETSI has created the MEC (Mobile Edge Computing) ISG in order to cover this issue. At thi
moment, there is a basic architecture defined and some guidelines about how edge computing
should work. SUPERFLUIDITYia Altice Labp is actively contributing to this group. The
SUPERFLUIDIgréject is implementing that architecture from scratch, and expects by the end of

the project to be able to fully manage and orchestrate the whole soluftoen. MEC solution to be
implemented has some key prages:

1 Compatibility with existing mobile networkghere is no need for network changes; the
network is ME@inaware.

1 Compatibility with existing applicatiorsapplications donot need to change to provide
services, unless they want to take advantagdie€ Services (APIs).
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1 Transparency to end userghe user is not aware about whether the service is provided

from the core or the edge (they just feel different latencies).

1 Integration with NFV infrastructurethe operator can take advantage of NFV andCME

synergies, reducing overall costs.
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In this section we report the risk envisaged in the Description of Work and we add a column
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reporting related issues, if any.
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Description of risk| WP(s) Proposed risknitigation measures Risk State of Play
and related involved
probability and
impact
Dropout by a All Partners in the project include major pub Risk did nol
partner AyahdAaddziazya 2N I NBJ materiali®
. SMEs, very unlikely to fail. Smaller and ne
Probability: Low SMEs might run greater risks, but their relat
Impact: Medium weight in the consortium is also smaller. Drop
is highly unlikely for academic partners. The
may be marginally higher for large compan
where parent companies or central managem
may decide todiscontinue commitments fo
reasons not under our control.
To limit the impact of such withdrawals, all W
include at least a second partner with sufficig
expertise to take the lead of the activity.
FRRAGAZ2Y S AG A& GNXzS
complement each other without significa
overlaps, but we allowed for a limited redundar
and sharing of tasks, which mitigates this
Given that no partner has more than 10% of
total effort, drop out of partners with no leadir
roles will be easilhandled by either redistributin
the work between other partners, recruiting
new partner, or revising the Technical Annex
deal with the withdrawal.
Delays in the desig All Academic partners of SUPERFLUIDITNave| Risk  did  nol
and development extensive experience not only in research w materialise
2F 1Se L but also in the deployment of demonstrators a
elements test-bed, as proven by a very successful tf
Probab.: Meium recorpl. The consortium 'includes compar
certainly capable of delivering the technologi
Impact: Medium components and aftware foreseen in the wor
plan. The Work Plan contains intermediate st
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and partial results. The task schedule is such
there is sufficient overlap between the varig
phases of the project (design; platfor
development; application developmer
deployment) so that moderate delays can
accommodated and recovered without mu
trouble. Also, results from the various stages
the project are not monolithic entities so part
unavailability of some elements will not entirg
block the next stage othe activity. As ar
example, system development can start W
partial results from WR8, and same goes for th
integration activity in WP7 as preliming
implementations of the components in WB4re
available.

Technology is
superseded by
competing
solutions and/or
patents are filed by
competitors

Probab.: Low
Impact High

All

Partners have connections with other leaderg
the industry and academia so will be aware
other projects that are ongoing and where thg
may be ovdaps. The partners are also involveq
standardisation groups so will see motions
other groups in similar areas. If compet
solutions are created, then collaborative effg
will be sought in the first instance, and then fail
this, efforts will bemade into revising the scog
and target areas @UPERFLUIDITY

Risk  did
materialise

not

Lack of exploitatior
of project results

Probability: Low
Impact: High

All

Commercial and institutional partners
SUPERFLUIDITiMtend to exploit and pus
SUPERFIDITY & 2f dziA2ya® (
dissemination and communication activities
allow the project to reach a very large base
possible customers, and to test and adveri
SUPERFLUIDITYi real markets, a furthe
assurance of real exploitation.

Risk did nb
materialise

Inadequate
coordination

Probability: Low
Impact: High

WP1

CNIT has extensive experience in the coording
of EU projects. The management structures
procedures outlined in this proposal ensure t
project management can closely supervise
delivery of the expected results (interr
intermediate results as well as officia
deliverables). Meetings of the Management Bo
will identify potential problems and react ear
e.g., by reducing the functionality afprototype
or by organiational changes. The Consortiy
inherits some management procedures &g
working relationships among some of t
Consortium members, tested during previous
projects and have been shown to work v

Risk  did
materialise

not
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effectively and which have been very favourg
judged by reviewers during technical reviews.

aYl yrasSySyi NR & { éworkl id
therefore minimal.

Conflicts among th¢
partners

Probability: Low

Impact: Medium

WP1

The work plan has been designed so that tg
and responsibilities are clearly assigned so
conflicts are unlikely to arise.

However,in previous projects, theUPERFLUIDI
management team has already successi
handled conflicts between partners. The stratg
applied mixes strong leadership by t
coordinator with consensual discussion &
decisioamaking within the General Board.oBid
unresolvable conflicts arise, their outcome will
handled as detailed in the partner dropout a
"delays" risk.

Risk  did
materialise

not

No consensus on
the new
architectural vision

Probab.: Medium

Impact: Low

WP3

No consensus on the new architectural vision,
to the different ideas requirements, ar
viewpoint of the partners, each coming from
different domain (e.g., hardwarejirtualisation
orchestration and wireless).

Mitigating this risk, the architecturevork will
closely follow and comply with the work of W,
on the system requirements and use cag
Additionally, the architecture specification will
organisel into two phases, in order to correct a
extend the initial design on the basis of emerg
limitations. Since the goal of the project is
create a generic architecture we argue tl
different point of views promoted by each partn
can be an extra value (rather than a limitat
only) for the success of the project. It will leveri
from the brad view of the partners that
covering all related domains.

We had severd
discussions ol
architecture and
after initial
disagreements wg
reached a
consensus

Rapid changes in
Cloud and NFV
concepts

Probability: High

Impact: Low

WP3

NFV and Cloud RAN anea mist of rapid change
from theory to practice. Specifically, hardwsé
capadies are constantly revolutionsy (e.g.,
from servers to micro servers) while the wirel
signal processing are becoming more and
demanding. In accordance, cloud ceptc are
constantly varying, e.g., from full abstraction w
large virtual machines to small containers t
rapidly deployed and scaled.

Therefore, it is expected that the state of the

of the cloud technologies will change dramatic

Risk  did
materialise

not
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in the course bthe project and may influence th
devised architecture.

Indeed, our architecture should be designed
meet with future cloud concepts. We will verify
advantages by seeing if it adapts and comply
future changes. Having the cloud industry leac
and the strongest influential companies on thg
technologies, allow us to foresee futu
generations and design in advance. That said
also included a second phase for the architect
design to get updated.

Energyefficiency of
platform is not
improved

Probability: Low

Impact: Medium

WP4

By using thin HVs, the likelihood is that more

can be provisioned for a system with a gi
capability. Inefficient scheduling may cause m
contention issues and reduce the ezgy
efficiency of the system. Members of t
consortium are involved with other efforts

reduce the energy overhead at various levelg
the Cloud and so this will be taken i
consideration.

The profiling carried out within WP4 will inclu
deep instumentation to inspect the effective ug
of infrastructure specialisations which will
correlated against application/service le
performance KPIs. With the goal being optir
service performance relative to Cap Ex and Of
energy efficiency where ppopriate can be
weighted as a factor.

Risk  did
materialise

not

Abstraction of
infrastructure
resources is sub
optimal.
Probability: Low

Impact: High

WP4

Achieving the appropriate level of abstracti
whereby meaningful differentiations are expos
to the consuming layer but not at the cost
excessive operational maintenance of a d
model that allows for future platform innovatiol
to be readily consumed.

Project partners such as Intel have-dapth
experience of correlating tirgeries data acros
the entire stack and applying statistical process
to correlate the key metrics which represe
performance both of the system and of t
infrastructure resources. Intel also has expertis
model inference, identification of higirder
application specifi metrics and in data models
expose actionable parametric representations
resource utility.

Risk  did
materialise

not

Performance of

WP5

Project partners such as NEC have ¢

Risk  did not

SUPERFLUIDD#.D1.2:ProjectVision and Roadmap, v1

Paged4of 71



* *
* 4 ¥

* ok
network packet experience in this area having worked on Clic| materialise
forwarding less and working with other leading contributors

than other this area. CITRIX is the main supporter of the
solutions hypervisor and has a group dedicated
Probability: perforrganc?;tptlrr]mshatlor;s. Futher, OI?IAt\_PP bas¢
Medium/High a number of its high performance solutions on
Xen hypervisor.
Impact: Low
Subpar WP5 | Running large number of virtual machines (in| Risk  did  nol
performance of order of 10K) on a single x86 server has ng materialise
massive been attempted before, as far as we kng
consolidation However, very early prototypes developed
server project partners show that this is possible w
Probability: Low the currently available hardware.
Impact:Medium
Microserver WP5 | Microserver hardware has only recently hit § Risk did  not
hardware des not market, and the chipsets and hardware they | materialise
perform as based on can vary significantly. However, ¢
expected experience by project partners shows that tyip
Probab.: Medium hypervisors such as Xer_1 and tpenes like KVN
can run on ARNbased microservers.
Impact:Medium
Control framework| WP6 | Indeed each VNF possess unique requirement| Risk  did  not
does not work with the control framewdk. For example, each VN materialise
all VNFs has unique deployment requirements or scal
: scenarios that might not be covered by our §
P M m ) L
robab.: Mediu based descriptors. IBUPERFLUIDIW¥ will aim
Impact: Low for the broader application and design g
framework accordingly. However, it will test
and validated with the uniqgue and mg
demanding application of-RAN. In the phase
identifying such gaps, the framework would
updated. Furthermore, we will allow bypasseg
support such unique cases.
Coded traffic WP6 | To address such problems, we plan to offe Risk did not
preventing variety of features which can be monitored ey materialise
meaningful under coded traffic. Such features, for examj
monitoring of timing data or sizes, carstill give valuable
tenants' behaviour knowledge on the way tenants behave, a
Probability: High espec[ally, change ;lgp!flcantly if a tena
behaviour changes significantly. Moreover, s
Impact: Low features can be monitored without compromisi
tenants' privacy.
Measurdle WP6 | To address this problem, we will employ d| Risk did not
features do not fusion on the results of multiple anoma materialise
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give significant detection algorithms, in order to achieve o
results for efficient significant measuref tenants' behaviour out o
monitoring several, possibly very noisy, features.
Probability: Low
Impact: Low
Operators' policies| WP6 | Legacy software/hardware or restrictions due| Risk  did  notl
prevent coding at operators' policies prevent coding at speci] materialise
specific locations locations. To cope with such problems, we pla
Probability: employ codlng techniques which minimise 1
: number of coding nodes, and, moreover, are g
Medium : o
to adjust, under some limitations, to nodes wh
Impact: Medium must adhere to stricter cotraints. Moreover, g
possible solution in such systems is to allow
““coding servers* services which perform th
required coding and can be-lecated based or
the system current requirements.
Complexity of WP5/ | It is expected that reducing the complexity of { Risk  did  nof
managing low WP6 | management plane in the hypervisor will lead materialise
resaurce HVs leads an increased need for orchestration at a hig
to too much level. This isan expected tradeff. If the
complexity in orchestration becomes too complex then cont
orchestration will be passed back to the control domain at
Probab.: Medium expense of performance.
Impact: Medium
Unable to integrateg WP7 | OnApp have managed to get results of previi Risk did  not
OnApp PoC into European projects into their products but givy materialise
existing solutions that the contributions will go through othe
Probab.: Medium groups, external toSUI?ERFLUIDIThére is a
chance that the contributed versions will n
Impact: bow make it into the project. The mitigation action v
be to promote the PoC work as a prototype rat
than utilising a full integration.
Standards bodies| WP8 | Several partners have extensive experienceg Risk did  nof
not accepting standardisatiorwork and are already involved ¢ materialise
SUPRFLUIDITY& G2LIAO0A NBfFGSR (2 GK
work standardisation bodies operate on lon
Probab.: Medium tlmgscales, often @eedmg the Ilfetlme'of .thl
project, thus contribution to astandardisation
Impact: Medium body also means providing useful input to {
process without necessarily having a stand
formally accepted.
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4 Work performed so far

41 | dZNNByYy (i | OKAS@OSYSyiday wss

In this section, we report the work performed as regards R&D activities. As already mentioned
F62@0Ss G2RIe@Qa ySiGég2Nla adzFFSNI FNRBY | OF NASGE
lack of implementation agility andcreasing complexity. The lack of service agility preveriteras

creating new services in a rapid, flexible and tailored fashion. The lack of implementation agility
means that we have to rely on rigid, cosffective hardware devices with long prasisng times.
Increasing complexity arises from the continuous growth and heterogeneity of network traffic,
services and hardware technologies.

Several emerging trends, mainly in the context of 5G networks are likely to exacerbate these issues:
the forthcaning explosion of the Internet of Things (IOT) new radio techniques such as massive
Multiple Input Multiple Output (MIMO) and beafmrming, and the desire for more flexible
business models.

The architecture being developed by the SUPERFLUIDITY prajecised fon alleviating these
problems. It has the following features: i) Flexibility, via an architectural decomposition of network
components and network services into elementary, reusable primitives, defined in SUPERFLUIDITY
as Reusable Functional BlofR&Bs); ii) Agility, via the rapid 'chaining’ of these RFBs to form exactly
the service required; iii) Simplicity, via virtsatlon of radio and network processing tasks, network
functions and services (a fully cleb@sed architecture); iv) Portabilityia platformindependent
abstractions, permitting the reuse of network functions across multiple heterogeneous types of
hardware; v) High performance, via software acceleration, spati@i and adaptation to
hardware accelerators.

The rest of this Seon is orgarsed as follows. First, we briefsjummarse our first year
achievementsandthen we detail the work done in each Work Package (WP).

4.1.1 Work Done in a Nutshell

The work performed by SUPERFLUIDITY during the first year of the project has evesatd s
aspects, including:

1) definition of use cases, system requirements, and functional analysis, performed in WP2;

2) definition of the SUPERFLUIDITY architecture, in WP3, based on the concept of
Reusable Functional BlockRFBs), which is applied to different heterogene&¥B
Execution EnvironmentREE)

3) heterogeneous infrastructure and abstractions, in WP4, by: i) modelling, profiling and
selecting the hardware used by the project, and ii) investigating the perfornsadability
and portability aspects of different hardware platforms;

4) virtualisation platform implementation and network dynamics, in WP5, by considering: i) the
implementation and allocation of function allocation algorithms, and ii) the survey and the
modellingimeasurement of the availablértualisation techniques;
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5) system orchestration and management tools, in WP6, including the following activities: i)
control framework design, ii) modelling and design for symbolic execution and monitoring
tools;

6) the Sygtem Integration and Validation WP (WP7) is not formally started, yet; however, two
testbeds have been established (ahead of schedule). These will allow various aspects
developed in the other WPs to be explored practidathg Sectiod.2).

7) Communication, dissemination, standaadiion and exploitation activities, in WP8.

We report in the following a more detailed description of the work performed in each WP.

4.1.2 WP2 We Cases, System Requirements, and Functional Analysis

Il GadzZLISNFf dZARE ySiig2N] oAf € -ke-fg&un ihdgmSanylviiere inA ( &
the network (core, aggregation, edge) and shift them transparently to different locations. Such
capabilities are a key part of the converged clnaged 5G future they will enable innovative use

cases in the mobile edge, empower new business models and allow almost instant roll out of new
services, and reduce investment and operational costs. Spéyjfihere are a large number of
potential use cases for a superfluid network, covering themes such as wireless access, mobile edge
computing and o+the-fly monitoring. By studying these use cases we can better understand both
business requirements, su@s service agility and cost savings, and technical requirements, for
example quality of experience and scalability.

Whilst use cases are interesting in themselves, they also help guide the technical work of the
LINE2SOG® 2SS KIGS y2KH2 dyi GISIYLIGESIRO K Q >3 GANRINIE  Wiikeg..
derived in a formal process from the requirements of the various use cases. Instead we are using an
iterative approach where the requirements analysis takes into account egwoing architecture

work. We intude business requirements, such as service agility and cost savings, and technical
requirements, for example quality of experience and scalability, as well as architectural concepts
like reusable functional blocks.

To instantiate services d@he-fly, runthem anywhere in the network and shift them transparently

to different locations, SUPERFLUIDITY introduced the concept of Reusable Functional Block (RFB’
This capability is a key part of the converged clmaskd 5G future. Specifically, during the first

year of the project we have started to understand the benefits of the concept and identify its most
important applications. More in depth, SUPERFLUIDITY proposes to decompose the architecture
into elementary radio and network processing primitives and tsy&hich can then be exploited

as basic modules of more comprehensive (and traditionally monolithic) network functions and
services. The decomposition of monolithic functions into RFBs permits a flexible placement, as well
as the incorporation of adequatértualisation techniques like Containers (e.g. Docker), UniKernels,

and full Virtual Machines, by considering @@l constraints.

SUPERFLUIDITY has focused on a set of different contexts, such as: Cloud Radio Access Network
Mobile Edge Computing plarm, generic NFV environments, fixed networking equipment and
packet processing state machines. In each of this context a preliminary functional analysis and
decomposition into RFBs has been performed.
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4.1.3 WP3 Architecture and Programming Interfaces Spatific

The vision of the SUPERFLUIDITY project is to move from the current architectural approaches
based on monolithic network components/entities and their interfaces, to an approach where
YySUg2N] FdzyOlAazya OFy 0SS LINE BNI2YONakEA QiR 80 KOR Y
2F (KS&S daodzAif RAYy3 o0f2014a4¢ 20SNJ 0KS dzy RSNI &
continuous reatime optimsation. The SUPERFLUIDITY architecture is based on the following main
pillars: (i) standardation convergace, (ii) Reusable Functional Blocks (RFEBs)rogrammable

and portable interfaces, (iv) a security framework.

Standardiation Convergence

The SUPERFLUIDITY project aims to design a unified, high performance and distributed cloud
platform for radio ad network functions support, as well as their migration. In our vision, CRAN,
MEC and cloud technologies are integrated, by adopting an architectural paradigm able to create
the glue that can unify heterogeneous equipment and processing into one dynamoptatised,
superfluid, networkFigure5 depicts a higHevel view of the overall architectural framework that

has been investigated during the first year of the project. The top layer of the Figure includes the
different componentsinvolved (CRAN, MEC, virtual core and [eatres(DC)), while in the
bottom layer the different types of physical DCs are shown (namelgit€ellocal, Regional and
Central). This classification is somehow arbitrary and the infrastructure of diftgrerstors can

be structured in different ways. The next layer down is a traditional Operational Support System
(OSS), whose main goal is to deal with all the components in order to create servicesusarend

Figure5: Architectural framework for SUPERFLUIDITY with an example mapping into the phy€esiti®ata

The underlying ExtendedFVI, located at thbottom of the proposed architecture, represents an
evolution of the ETSI NFVI concept. The current NFVI focuses on supporting VMs or containers to
run VNFs; the -BIFVI also considers heterogeneous execution environments (see 13.1 for more
details). ThiextendedNFVI is common to all components, simplifies resource management and
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